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Dear readers and colleagues,

The Proceedings of Electrical Engineering Faculty in
Skopje was published since 1977 and the last edition appeared
in 2006. Since that year the publishing has been stopped.

This year the Faculty is renewing the publishing of
Proceedings under the name Journal of Electrical Engineer-
ing and Information Technologies. The plan is to publish two numbers per year, as used
to be done. The notable difference is that issues would be appeared in electronic format
with open access to the manuscripts, beside the paper version. This change will enhance
the Journal influence in scientific and experts community.

The Journal will publish original scientific and professional manuscripts from
electrical engineering and information technologies fields. The manuscripts can be fo-
cused on theoretical analysis, experimental research or solutions of problems originat-
ing from practice. One of the leading motivations for publishing the Journal is continu-
ous increase of the quality of scientific and practice work on the Faculty represented in
the number of master and doctoral thesis. Also, our Faculty frequently organizes local
and international conferences. It is our wish this Journal to serve as promoter for the
best manuscripts from conferences, as well as for the best scientific and research results
from master and doctoral thesis and other significant projects.

The Journal will offer opportunity for publishing manuscripts that have been
published in renowned world journals, but because the page limit the manuscripts are
usually presented in shortened versions. In our Journal the manuscripts could be pre-
sented with detailed analytical and numerical algorithms, without page limit. The most
commonly this manuscripts are of substantial concern and have high citation rate.

Our long-term goal is to make this Journal recognized in the region and beyond
and in short time to be evaluated with appropriate impact factor.

sEditor in Chief
Academic Leonid Grcéev



THouuinysanu wuitaitieau u Kosetu,

36opuuxoiu na wpygoeu na Eaexiupotuexnuuxuoiu pa-
Kyaiueiu ounanr ga uztetysa 6o 1977 ToguHa, a HocieqHuoll
0600poj uzneton 6o 2006 toguna kota Helo8owoO uzielysarbe e
UpexuHao.

Daxyaitieitionl 08aa ToguHa T0 00HOBYEA U31eTY8arbEilo
Ha 36opuuxoit, cela xaxo Cilucanue 3a eAeKUpOieXHUKA U
ungpopmayucxu iexnorotuu (Journal of Electrical Engineering and Information Tech-
nologies). Kako u tipeitixogHo, UAanHupano e ga uzielysaaii géa bpoja toguuino. buitina
ilpomena e gexa iokpaj euaiuenaiua popma, Cliucanueitio Ke uzietyea u 60 eAeKiupoH-
cKa eep3uja co cA000QHA QOCHIAUHOCHE HA TUPYQosuitie 3a cuitie 3auHiliepecupanu
yuitaideay. Osaa upomena modice Ouilino ga 1o s3tosemu siujanueitio na Ciucanueitio
60 HAYYHAWUA U CUIPYYHALUA JABHOCU.

Bo Ciiucanueitio ke ce objagysaaili OpuTuHAIHU HAYYHU U CIUPYYHU TUPYYOBU 0Q
obaaciuuitie Ha eAeKUpOiexHUKatia u uHgopmayuckuitie iexnorotuu. Tpygosuitie mo-
arce ga bugaili oxycupanu Ha HeopetticKU anaiusu, eKCuepuUMeHilaiHy UCIUpadiCy8arna,
peutenuja na iupobaemu og upaxcaitia. Egna motuusayuja 3a apogoaxcysarbe Ha u3gasa-
we Ha Cllucanueilio e KOHUUHYUPAHOIIO 3104eMY8arbe HA K8AAUeO Ha HAYYHAtua U
cipyynaitia pabotia na Daxyailieitiow, wWito ce oliega 60 OPOjoill HA MATUCIUEPCKU U
goxkiopcku gucepiayuu. Og gpyia ciupana, Paxyiieitioii KOHIMUHYUPAHO OpLaHU3UPA
3HAYAjHU HAYUOHAAHU U MelyHapogHu Konpepenyuu. Kearba e Ciucanueitio ga ipeiu-
ciiagysa Mequym 3a UpoMosUpare Ha Hajkealuitieilinuilie Wpygosu 0 Koupepenyuuite
Kako u HajKeaiutuetiHuiie pe3yaumaiiy 09 uciupanicyearoaid 60 pamKuiie Ha QoKuop-
CKU U Matuciiepcku wiesu u gpytu 3Ha4ajHu UpoeKuiu.

Bo Ciiucanueiio ke moocaiti ga ce iyoauxysaaili ipyqgosu Kou eexe ouie ooja-
6EHU 80 UPECTIUIICHU CEETUCKU CUUCAHU]a, HO Kage Hopagu oIpanuyysarse Ha Opojoid Ha
ciipanuyyu Hajuecitio Ouie Upeseniiupanu 8o ckpaitiena gepzuja. Haweitio Ciiucanue
0a8a MOJNCHOCUHL 60 TWPYQOBUIHEe QetalHo ga ce Upeliciiasaitl AaHaIuluyKuiie u Hyme-
puyKuille HOCIAIKY, KaKo U gobuenuitie pe3yatuailiu, a wWaxkeuite Wpygosu Hajuecitio
upegu3euKyeaaill BUCOK UHepec u yuiuuparse.

Co ceitio woa, nawaitia goatopouna yea e Ciiucanueinio ga buge Upeio3HaUEo
60 petuonoill U HOWUPOKO U 80 QOTAEQHO 8peme ga buge 8pegHyBaHo CO COO0QBellieH
Koeguyueniu na eaujanue (impact factor).

Inasen u ogtosopen ypegHux,
Axagemuxk Jleonug I 'pues
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WIND PARAMETERS ANALYSIS ON FIVE LOCATIONS IN MACEDONIA
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A bstract: The world population growth and the technological development have increased the demands for
electricity. Because of the limited deposits of fossil fuel and the negative impact its combustion causes to the envi-
ronment, the electricity production technologies are orienting towards using the renewable energy sources. From all
the renewable energy sources, the most studied one over the last decade is the wind. Wind parameters of interest in
electrical study are its speed and direction; once they are measured it is easy to determine other characteristic parame-
ters such as wind energy density on the specific location. In the manuscript, monthly and seasonal mean wind speeds
are presented, alongside the wind energy density for five locations in the Republic of Macedonia, for almost four
years of measurements.

Key words: monthly mean wind speeds; seasonal mean wind speed; scale parameter; shape parameter;
wind energy density

AHAJIN3A HA TIAPAMETPUTE HA BETPOBUTE HA IIET JIOKAIIMU BO MAKEJJOHHJA
- BTOPA MEPHA KAMITAIbA -

A mncrtpax 1 [locnenunara ox 3roleMyBameTo Ha MOIMYJALMjaTa HA CBETCKO HMBO M OJ TOJIEMUOT
TEXHOJIOIIKK Pa3Boj € c& moroyeMara modapyBauka Ha €JICKTpHYHA eHepruja. VIMajku ru mpeaBu] OrpaHHYCHUTE
HaorajnMiuTa Ha (OCHIHM TOpPUBA M HETaTUBHOTO BIIMjaHME HAa HUBHOTO COrOPYBamb€ BP3 XKUBOTHATA CpPEIUHA,
MPOU3BOACTBEHUTE TEXHOJOTHMU CE IOBEKE CE€ OPHEHTHPAaaT KOH HCKOPUCTYBame Ha OOHOBJIMBHTE H3BOPH Ha
enepruja. Ox cute OOHOBIMBH M3BODH, HAjrojeMa CHEpruja € aKyMyJHpaHa BO BeTepoT. [lapameTrpure Ha BETEpOT
KOU C€ OJ1 MHTEPEC 32 HErOBO NMPOYUYBabE 0J] JIEKTPOCHEPTeTCKH aCIEKT ce, mpe] c&, Heropara Op3uHa M HAcOoKa, a
O]l HUB Ce U3BEAyBaaT U JAPYIH KapaKTCPHCTHYHH IIapaMEeTPH Kako IITO €, Ha IpHMep, IyCTHHATA Ha €Hepruja Ha
KOHKpETHa JIokaluja. Bo 0Boj Tpyx ce npukakaHu cpeAHUTe OP3MHHM HAa BETEPOT HA MECEYHO M CE30HCKO HUBO, KAKO
U T'yCTUHUTE Ha €HEepruja KOM I'M II0CEIyBa BETEPOT BO OJJIECITHH MECELH, OJJHOCHO CE30HH, BO TEKOT Ha ¢JJHA TOJIMHA.
AmHanu3aTta ¢ HallpaBeHa 3a IeT JIOKAIlUH Ha Tepuropujata Ha PemyOmrka MakenoHuja, 3a pedrcu NETTOQUINCH Ie-
PHOJ Ha HCITUTYBAIbE.

Kuyunu 300poBu: cpena ce30HcKa Op3HHa; cpeiHa MeceuHa Op3HHa; apaMeTap Ha pa3Mep; mapamerap Ha Gopma;
TYCTHHA Ha BETEPHA EHepruja

INTRODUCTION March 2016. In the second wind measurement
campaign five locations were chosen according to
The first measurement campaign for estab- several relevant factors [1, 2], such as:
lishing a wind database in the Republic of Macedo- e  Wind atlas of Macedonia;
nia was successfully completed with the construc- e Terrain configuration;
tion of Wind Park Bogdanci, the second campaign e Local infrastructure — proximity of electrical

was carried on in the period between July 2012 and network and roads, etc.
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The sites where the measurement campaign
took place are: Staro Nagoricane, Sveti Nikole, Be-
rovo, Mogila and SopiSte. The measurement cam-
paign started during the summer of 2012 and cov-
ered a continuous process of data acquisition ex-
cept for some time intervals when certain malfunc-
tion in the equipment took place. In Table 1 the
geographical coordinates of all five locations are
presented, alongside with the altitude and the day
when measurements began. Measured data from
the measurement stations are sent to data center on
a daily or half-day basis in a binary files with ex-
tension *rwd (Raw Wind Data) [1]. In order to
have this files read and interpret, they have to be
converted in text files using the software Sympho-
ny Data Retriever, NRG Systems. Once the data is
converted in #xt format, it’s easy to use it for wind
energy estimation, by inserting it in some advanced
software.

Table 1
Measurements sites
Site Geographical Altitude =~ Measurement
coordinates (m) start

s N 041° 55.093'

Sveti Nikole E 021° 56.792' 431 1.7.2012
. N 041° 11.303'

Mogila E 021° 21.546' 702 20.7.2012

Staro N 042° 18.070'

Nagoric¢ane E 021° 58.504' 179 26.8.2012

N 041°44.042'

Berovo E 022° 47.059' 608 21.9.2012
. N 041°11.299'

Sopiste E021°21.562' 730 22.9.2012

WIND ENERGY PARAMETERS

The term wind energy actually means a kine-
tic energy which a floating wind mass possess
when it moves on some distance above Earth’s sur-
face [3]. The power accumulated in the air mass
with density p (kg/m’), moving at speed v (m/s) is
given by:

1 3
P=—pAv’, 1
S PAY ey

where A (m?) is a blade sweep area.

As can be seen from (1), the power accumula-
ted in wind depends on the air density and the cube
of wind velocity. Further on, the air density de-
pends on the air temperature and pressure, while
the wind speed depends on the distance between
the measuring point and the surface. The wind spe-
ed is also affected by roughness on Earth’s surface
such as: urban areas, rocky terrains, forests, etc.

In order, an initial assessment of the wind
profile to be made, the mean wind speed is meas-
ured [4]:

ln
:_2 . 2
Vin ni:IVl’ (2)

where n is the total number of measurements regis-
tered over given time period. It is not enough only
the mean wind speed, but also one has to know the
wind’s distribution. The wind’s distribution shows
what values the wind speed may have on that par-
ticular location and the percentage of time when
the wind blows with particular speed. Location
with high energy potential is a location where the
wind speed is high enough to cause nominal en-
ergy production from the turbine and all the wind
speed deviate minimally from the mean value. In
order to estimate the deviation from the mean
value the standard deviation is used:

Zx 1:) _1vm) . (3)

Wind speed variations can be calculated using
some standard distribution function. Suitable distri-
bution function for such a purpose is the Weibull
distribution [5]. Using the Weibull distribution the
probability function and cumulative probability
functions can be calculated using:

k-1
£ =5[Kj 2N 4)
c\¢C

F(vl)='|‘f(v)8v=1—e(%)k. (5)
0

In both probability functions two parameters
can be spotted: scale parameter ¢ (in units of spe-
ed) and shape parameter k (dimensionless number).
The scale parameter ¢ value is related to the value
of mean wind speed and the shape parameter k
value is related to the standard deviation and the
uniformity of the wind speed in a given site, the
greater standard deviation the smaller shape para-
meter [6]. These two parameters vary on different
sites and different observation periods. Their val-
ues are given with following equations:

—-1.086
RO
\%

m

c=—m __ 7

F(l +1)
k

where I' is the gamma function. In general, these
two parameters determine the wind speed range
over which the wind turbine is likely to operate.

J. Electr. Eng. Inf. Technol. 1 (1-2), 7-15 (2016)
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By using (1) and (4), the wind energy density
can be calculated. Wind energy density is expres-
sed in W/m® and is an indicator for the wind en-
ergy available on the location which can be further
transformed into electricity [6, 7]. Because not
only the mean speed, but the distribution as well is
taken into account, power density is better indica-
tor for wind energy potential than the mean speed.
Wind energy power density can be calculated us-
ing:

R W
A

_fLs Lo 143
_gzpv F£(v)dv 2ch(1+kJ. (8)

WIND SPEED DATA ANALYSIS

In this study, mean wind speed on monthly
and seasonal basis is calculated for all five mea-
surement sites, during the duration of measurement
campaign. Scale and shape parameters alongside
the wind energy density for every month/season
are calculated as well. All the values are presented
in separate tables. The monthly mean speed is cal-
culated as average value per month from all daily
mean speed values. The seasonal mean speed is
calculated the same way, only the daily averages
are regrouped in four year seasons as follows:
spring March 21 to June 20, summer June 21 to
September 22, autumn September 2 to December
20 and winter December 21 to March 20.

The calculation of monthly and seasonal wind
mean speed is done using MS Excel software tool.
The first step is to generate monthly reports for
each measurement site using Symphony Data Ret-
riever and save them to *.pdf format. The monthly
PDFs are then converted to Excel files. When all
the Excel files for one location are merged to one
the calculation can be made. By using daily speed
averages for every day in the year, standard devia-
tion is calculated on monthly and seasonal basis.
Shape parameter, scale parameter as well as wind
energy densities are calculated from mean wind
speed and standard deviation using equations (6),
(7) and (8).

Sveti Nikole

In Table 2, the monthly mean wind speed is
presented, alongside the values for shape and scale
parameter and wind energy density for each month
in the year, at Sveti Nikole measurement site.

The highest mean wind speed is 5.16 m/s and
is calculated for June and July, while the lowest

Ciiuc. Enexiipoitiex. Hng. Texnon. 1 (1-2), 7-15 (2016)

value is calculated for November and it is 3.75
m/s. The standard deviation calculated for all
months except for August is higher than 1 m/s
which means that daily mean speeds differ signifi-
cantly of the monthly mean value. This fact is veri-
fied with values in the fourth column of the table,
where the shape parameter is presented. The shape
parameter varies between 2.55 in December and
5.48 in August. Even though mean wind speed is
equal for June and July, the wind energy density
slightly differs in this two months, 100.35 W/m? in
June and 96,8 W/m?”in July.

Table 2

Calculated data on monthly basis at Sveti Nikole

Mean wind Standard  Parameter  Wind energy

Month  speed  deviation Shape Scale  density
(m/s) (m/s) k¢ (mfs) (W/m?)

1 4.28 1.63 2.85 4.81 69.61
2 4.93 1.91 279 5.53 107.23
3 4.82 1.73 3.04 540 95.72
4 5.09 1.67 335 5.67 107.35
5 4.06 1.59 276 4.57 60.63
6 5.16 1.31 441 5.66 100.35
7 5.16 1.17 502 5.61 96.80
8 4.08 0.85 548 442 47.16
9 4.17 1.13 4.14 459 54.09
10 4.04 1.13 399 446 50.05
11 3.75 1.16 3.57 4.16 41.67
12 4.02 1.70 2.55 4.53 6191

For this measurement location it can be con-
cluded that the wind energy density does not fol-
low the value of mean wind speed, and so the high-
est wind energy density is calculated for February
and April. The change in mean wind speed by

month is presented on Figure 1.
% % 233
=T < »n CZzA

Fig. 1. Monthly mean wind speed at Sveti Nikole (m/s)
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The same data, but averaged over time period
of one season is presented in Table 3. The seasonal
mean wind speed is the highest in summer and the
lowest in winter, values are 4.64 m/s and 3.99 m/s
respectively. High value for the mean speed is also
calculated for spring period, 4.62 m/s. The change
in mean wind speed on season basis is illustrated
on Figure 2. The greatest variations around the
mean value are noticed in winter period, which can
be seed by standard deviation and shape parameter
values 1.75 m/s and 2.84 respectively. The scale
parameter value varies between 4.44 m/s in autumn
and 5.14 in spring. Wind energy density is the
highest in winter, 84.8 W/mz, and the lowest in
autumn, 50.74 W/m?>.

Table 3

Calculated data on seasonal basis at Sveti Nikole

Table 4
Calculated data on monthly basis at Mogila
Mean wind Standard __ Parameter _ Wind energy

Month  speed deviation Shape Scale density
(m/s) (m/s) k c (m/s) (W/m®)

1 3.66 1.37 2.90 4.11 43.05

2 4.51 1.75 2.80 5.07 82.18

3 4.17 1.51 3.02 4.67 62.32

4 4.41 1.56 3.09 4.94 72.84

5 3.55 1.41 2.73 3.99 40.61

6 3.59 0.94 4.27 3.94 34.14

7 3.72 0.83 5.09 4.05 36.19

8 3.30 0.42 9.41 3.47 22.99

9 3.47 0.56 7.25 3.70 27.54
10 3.28 0.79 4.68 3.59 25.40
11 3.07 0.89 3.82 3.40 22.31
12 2.32 0.95 2.65 2.61 11.59

Mean wind Standard  Parameter  Wind energy
Season speed  deviation Shape Scale density
(m/s) (m/s) kK c(mis) (Wmd)
Spring 4.62 148 343 514 79.28
Summer  4.64 1.17 445 5.09 72.95
Autumn 3.99 126 350 444 50.74
Winter 4.57 175  2.84 513 84.80
4.80
4.60
440 +— —
4.20 +—— —
4.00
3.80
3.60 T T T Y

Spring Summer Autumn Winter

Fig. 2. Seasonal mean wind speed at Sveti Nikole (m/s)

Mogila

The mean wind speed, standard deviation,
shape parameter, scale parameter and wind energy
density calculated on monthly basis at this site are
presented in Table 4. The two months where the
highest mean speed is found are February and
April, 451 m/s and 4.41 m/s respectively. The
lowest monthly mean wind speed is 2.32 m/s and is
calculated for December. Visually monthly mean
wind speed change from month to month is illus-
trated on Figure 3.

E.f )

T T
- - —— > oo
EDE SEE 2 o
.m"‘r:z)—‘

a8
*2#A02A4
d at M

Fig. 3. Monthly mean wind speed at Mogila (m/s)

In the first five months standard deviation
possess high values (higher than 1 m/s) which can
also be noticed by observing the shape parameter,
which varies from 2.80 to 3.10, for the period from
January to May.

The deviation between the monthly mean
speed and daily average speeds is the lowest in
August, when the standard deviation is 0.42 m/s
and the shape parameter is 9.41. Scale parameter
follows the variation of mean wind speed from
month to month and its value changes between
2.61 m/s in December and 5.07 m/s in February.
Wind energy density also follows changes in mean
speed and scale parameter, the lowest value is no-
ticed in December, only 11.59 W/mz, while the
highest are found in February and April, 82.18
W/m” and 72.84 W/m” respectively.

In Table 5 the same data averaged over one
year, with averaging time of one season is present-
ed. The mean wind speed in all seasons varies be-

J. Electr. Eng. Inf. Technol. 1 (1-2), 7-15 (2016)



Wind parameters analysis on five locations in Macedonia — The second measurement campaign 11

tween 3 m/s and 4 m/s, the highest spotted at win-
ter, equals 3.92 m/s, the lowest spotted at autumn,
its value is 3.01 m/s. The mean speed histogram is
presented on Figure 4.

Table 5
Calculated data on seasonal basis at Mogila
Mean wind Standard  Parameter = Wind energy
Season  speed  deviation Shape Scale  density
(m/s) (ms) kK c(ms) (Wimd)
Spring 3.87 1.34 3.16 4.32 48.45
Summer  3.52 0.67 6.10 3.79 29.50
Autumn  3.01 0.84 4.02 3.32 20.61
Winter 3.92 1.51 2.83 4.40 53.55
5.00
4.00
3.00 -
2.00 -
1.00 -
0.00 +— \ —

Spring Summer Autumn  Winter
Fig. 4. Seasonal mean wind speed at Mogila (m/s)

During the summer and winter daily mean
wind speed differs less from the average seasonal
value. This conclusion is affirmed by the values of
standard deviation and shape parameter during
summer period. The variations round the mean
value are the lowest in the winter. The shape pa-
rameter values for summer and winter are 6.10 and
2.83 respectively. Because of the small mean wind
speed variation from season to season, the scale
parameter changes between the values of 3.32 m/s
at autumn and 4.40 m/s at winter. The wind energy
density is the highest at winter, while the lowest at
autumn.

Staro Nagoricane

In Table 6, mean wind speed is presented, as
well as Weibull parameters of scale and shape, and
wind energy density all averaged over one year
time, with a period of averaging of one month.
From the table it can be noticed that the highest
monthly mean speeds are present in February, June
and November, while the lowest value is found in
August. The magnitudes of the mean wind speed in
top three months are 7.22 m/s, 6.57 m/s and 6.70
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m/s, respectively, while in August it is 5.29 m/s.
The monthly mean speeds are presented on Figure
5. On this location, in January, huge variations be-
tween the mean speed and daily averages are pre-
sented.

Table 6

Calculated data on monthly basis
at Staro Nagoricane

Mean wind Standard Parameter Wind energy

Month  speed  deviation Shape  Scale densitzy
(m/s) (m/s) k ¢ (m/s) (W/m")

1 6.66 2.28 3.20 7.43 245.08
2 7.22 1.97 4.11 7.95 281.45
3 6.55 1.10 6.95 7.01 186.69
4 5.89 1.72 3.81 6.52 157.37
5 5.75 1.69 3.78 6.36 146.70
6 6.57 1.65 4.49 7.20 206.30
7 6.31 1.37 5.27 6.86 175.76
8 5.29 0.89 6.96 5.65 97.96
9 5.65 1.28 5.01 6.15 127.59
10 5.96 1.26 5.40 6.47 147.36
11 6.70 1.66 4.54 7.34 218.08
12 5.77 1.51 4.30 6.34 141.80
8.00
6.00
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Fig. 5. Monthly mean wind speed at Staro Nagori¢ane (m/s)

The value of standard deviation is 2.28 m/s,
while the shape parameter is 3.20. It is all the op-
posite in August, in this month the lowest from day
to day variations are spotted, therefore the standard
deviation is only 0.89 m/s and the k parameter is
almost 7. Shape parameter in each month is ap-
proximately for 1 m/s higher than the mean wind
speed in that particular month. From the changes in
shape parameter the change in the wind energy
density is calculated. The wind potential is the
highest in February, while the lowest in August.
The wind energy density changes from 97.96
W/m® to 281.45 W/m’,
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The seasonal mean wind speed, alongside
other Weibull parameters is presented in Table 7
As can be seen from Table 7, the wind blows at the
highest speed during the winter, the mean value to
be 6.68 m/s. During the summer period the lowest
wind speed is present, together with the lowest va-
riations between the seasonal and daily mean wind
speeds. This fact can be noticed by observing the
third and fourth column in Table 7. For the sum-
mer period the standard deviation is 1.27 m/s and
the shape parameter is 5.29. The value of ¢ pa-
rameter is higher than the mean speed and it varies
from 6.38 m/s in summer to 7.38 m/s in winter.
The wind energy density varies between 141.68
W/m® and 166.38 W/m® for the spring-autumn pe-
riod, while at winter its value is much higher,
227.07 W/m®. The change in mean wind speed on
season basis is illustrated on Figure 6.

Table 7

Calculated data on seasonal basis
at Staro Nagoricane

Mean wind Standard Parameter =~ Wind energy
Season speed  deviation Shape Scale density
(m/s) (m/s) k c(m/s)  (W/md)
Spring 6.04 1.56 4.33 6.63 161.81
Summer  5.88 1.27 529  6.38 141.68
Autumn  6.16 1.43 490 6.72 166.38
Winter 6.68 1.89 393  7.38 227.07

6.80
6.60
6.40
6.20
6.00 -+
5.80
5.60
540

T 1
Spring Summer Autumn Winter

Fig. 6. Seasonal mean wind speed at Staro Nagori¢ane (m/s)

Berovo

The measured data, averaged on monthly ba-
sis, at Berovo site, is presented on Table 8 and
Figure 7. From the table it can be noticed that the
highest monthly mean wind speeds are present in
February, March and April: 4.21 m/s, 4.18 m/s and
4.08 m/s respectively while the lowest amounts
3.03 m/s is present in August. At this site, it can be

noticed that the monthly mean speed in each month
is lower than the mean speed at other sites and that
there is also a lower variation between the daily
averaged wind speed values and the monthly mean
value. Except for January and February, the stan-
dard deviation is lower than 1 m/s and the shape
parameter is higher than 5. In August the standard
deviation is the lowest and its value is only 0.35
m/s.

Table 8

Calculated data on monthly basis at Berovo

Mean wind Standard Parameter ~ Wind energy
Month  speed  deviation ~Shape Scale  density
(m/s) (m/s) k  c@m/s) (W/m)
1 3.88 1.25 342 432 47.04
2 4.21 1.21 388  4.66 57.25
3 4.18 0.94 507 455 51.48
4 4.08 0.86 542 442 46.96
5 3.54 0.65 6.35 3.81 29.96
6 3.83 0.80 547 415 39.00
7 3.68 0.79 530  3.99 34.62
8 3.03 0.35 1045 3.18 17.73
9 3.27 0.49 7.83 348 22.94
10 3.27 0.58 6.54 351 23.46
11 3.33 0.85 442  3.65 26.96
12 3.24 0.83 438 355 24.89
5.00
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Fig. 7. Monthly mean wind speed at Berovo (m/s)

The scale parameter for every month is appro-
ximately 0.4 m/s higher than the mean wind speed.
Because of the low mean wind speed and with low
scale parameter, the wind energy potential is the
lowest from all measurement sites. The wind en-
ergy density is the highest in February, 57.25
W/m?, while the lowest in August, 17.73 W/m>.

J. Electr. Eng. Inf. Technol. 1 (1-2), 7-15 (2016)
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The seasonally averaged data are presented in
Table 9. During the winter days the highest mean
wind speed is 3.97 m/s, while the lowest 3.29 m/s
are calculated for autumn. In the winter period the
standard deviation is the highest, 1.12 m/s, which
means the k parameter would be the lowest, 3.98.
The scale parameter is higher than 4.2 m/s in
spring and winter, while in summer and autumn it
amounts 3.58 m/s and 3.57 m/s. The wind energy
density is relatively low, it changes from value of
24.83 W/m® in autumn to 47.57 W/m* in winter.
The mean speed histogram is presented on Figure
8.

Table 9

Calculated data on seasonal basis at Berovo

Mean wind Standard Parameter ~ Wind energy

Season speed  deviation ShapeScale density
(m/s) (m/s) kK c@mis) (Wm)
Spring 3.89 0.81 547 422 40.88
Summer  3.35 0.57 682  3.58 2495
Autumn ~ 3.29 0.72 522 357 24.83
Winter 397 1.12 398 439 47.57
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Fig. 8. Seasonal mean wind speed at Berovo (m/s)

Sopiste

In Table 10 and Figure 9, the monthly aver-
aged data for Sopiste site are presented. At this site
higher mean wind speed is present during the first
half of the year. The highest value of 4,51 m/s is
found in January, while the lowest are calculated in
the last three months of the year, their values are
3.29 m/s, 3.24 m/s and 3.29 m/s respectively. As
can be seen from the previous four sites, the high-
est standard deviation is usually present in the
month when the highest wind speed is calculated.
So the highest standard deviation is present in
January, it amounts 1.86 m/s. The standard devia-
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tion is high in February as well, while in other ten
months it varies between 0.82 m/s in September
and 1.15 m/s in April. August is the exception with
less deviation around the mean value, standard de-
viation is only 0.63 m/s. Scale parameter follows
the monthly mean wind speed, the parameter has
the highest value in January, while the lowest in
November. Because of, according to (8), cubic re-
lation between the wind energy density and scale
parameter, in January the value amounts 86.02
W/mz, while in November it is only 25.58 W/m?>.

Table 10

Calculated data on monthly basis at Sopiste

Mean wind Standard Parameter Wind energy
Month  speed deviation Shape  Scale density

(m/s)  (m/s) kK c(m/s) (W/md)

1 451 1.86 2.62 5.08 86.02
2 3.96 1.56 2.75 4.45 56.25
3 4.18 1.11 422 4.60 54.16
4 4.15 1.15 4.04 4.57 53.75
5 4.16 1.19 3.90 4.60 54.89
6 4.23 1.09 4.35 4.64 55.50
7 3.92 1.05 4.19 4.31 44.85
8 3.81 0.63 7.05 4.07 36.49
9 3.65 0.82 5.04 3.98 34.39
10 3.29 0.98 3.72 3.65 27.76
11 3.24 0.89 4.07 3.57 25.58
12 3.29 1.15 3.12 3.68 29.93
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Fig. 9. Monthly mean wind speed at SopiSte (m/s)

Seasonal average data is displayed in Table
11. The seasonal mean wind speed is the lowest
during the autumn and it amounts 3.31 m/s, the
highest being spotted in the winter months, 4.18
m/s. During the spring the mean speed value is a
bit lower than the winter one. Standard deviation is
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the lowest during the summer period, it amounts
only 0.90 m/s, while in the winter it is 1.52 m/s.
Shape parameter is related to the standard devia-
tion, so it has the highest value in the summer,
4.85, and the lowest in the winter, 3.00. In all four
seasons the scale parameter is approximately 0.4
m/s higher than the seasonal mean speed. Wind
energy density is the lowest in autumn, it amounts
28.57 W/m®, while in winter this value is approxi-
mately 2.5 times greater. The mean speed histo-
gram is presented on Figure 10.

Table 11

Calculated data on sesonal basis at Sopiste

Mean wind Standard Parameter ~ Wind energy
Season  speed  deviation Shape Scale  density

(m/s) (m/s) kK c(mfs) (W/m)
Spring  4.10 1.08 428 451 51.07
Summer  3.86 0.90 485 421 40.87
Autumn  3.31 1.02 360 3.67 2857
Winter ~ 4.18 1.52 3.00 468 6275
5.00
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Fig. 10. Seasonal mean wind speed at Sopiste (m/s)

SUMMARY AND CONCLUSION

In the manuscript, the overview of mean wind
speed, Weibull parameters and wind energy den-
sity has been made, all of them averaged on one
month or one year season basis. The analyses are
made for five sites on the territory of the Republic
of Macedonia, for almost four years of measure-
ment data. For all five measurement sites, all data
are presented in separate tables, the mean speed
changes during a year time, on monthly or seasonal
basis, are also illustrated in form of histograms.

From the tabular data, the similarities and dif-
ferences at all five sites can be spotted. If one
compares wind parameters at Staro NagoriCane
with wind parameters at all other sites, the differ-

ence is evident in terms of higher mean wind speed
and higher wind energy density. At this site the
mean wind speed in almost every month/season is
higher than 6 m/s, which is not the case with other
sites, where the mean speed barely exceeds 4 m/s.
In both the monthly and seasonal analyses, the
wind energy density for each month/season is
higher than 100 W/m’ for Staro Nagori¢ane, while
at other sites this parameter rarely exceeds 60
W/m’. However, the higher wind speed generally
gives the higher variation between the daily aver-
ages and the monthly or seasonal mean value. The
standard deviation at Staro NagoriCane exceeds 1.5
m/s for most of the months/seasons, which is not
case for other measurement sites. The measured
data, as well as the area of the mountain terrain on
this site, qualified Staro Nagoricane as possible
location for construction of future wind park. The
shortcomings of this location are bad roads and
distance to the nearest transmission line.

From other four sites only Sveti Nikole site
can be interesting regarding wind energy potential.
At Sveti Nikole the mean wind speed reaches 5
m/s in certain months/seasons, and energy on sur-
face unit reaches 100 W/m®.

The one thing that is common for all five sites
is the monthly and seasonal wind distribution. At
all five sites the highest wind speed is present in
winter and the lowest during the autumn. The ex-
ception is located only at Staro Nagoricane where
the lowest energy potential can be spotted in the
summer. On monthly basis, the strongest wind is
found in February, while the poorest can be no-
ticed in August.

This measurement campaign together with the
first one show that the windiest regions in Macedo-
nia are Ovce Pole and sites in proximity of Vardar
valley, like Bogdanci and Gevgelija. Furthermore,
in the near future more detailed analyses will be
made for Staro Nagoricane location and possibility
for building wind park.
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A bstract: The concept of control over network is widely accepted and used in the world of automation, so
the stability, safety, and robustness of the distributed and control systems are of key importance for their proper per-
formance. Thus, it is essential to search for solutions of remote control problems like variable time-delay, data-loss,
equipment malfunctions, and unauthorized network infiltrations. This paper gives an H,, robust control algorithm,
which stabilizes a ZigBee networked control system in the presence of random delays, network overload, and data

package loss.

Key words: networked control systems; robust control; H,, infinity control; data loss; random time delay; ZigBee

CIIPABYBAILE CO E®EKTHUTE O/ C1YYAJHU TOIHEKBA U T'YBEIE IOJATOYHU NAKETH
BO BMPEXEHUTE KOHTPOJIHU CUCTEMHU NIPEKY POBYCHO YIIPABYBAILE

A mcTpakT: KoHIeNTOT Ha ynpaByBame NPeKy Mpeska € IHPOKO PACIPOCTPAaHET U YECTO YNOTpeOyBaH
BO MOJIEpHATa aBTOMATHKa, I1a 3aToa cTabMiIHOCTa, Oe30eHOCTa U POOYCHOCTa Ha JUCTPUOYUpPAHUTE CUCTEMH Ha
YIIPaBYBawe C€ 0J] KIyYHO 3HAUEHE 33 HUBHO MPaBHIHO (DYHKIHOHUpAmE. 3aT0a € HEONXOJHO Ja ce Oapaar pelie-
HHMja Ha HajYecTHTE NPoOIEeMH Kaj BAKBUTE CHCTEMH, KaKO IITO CE CIy4ajHUTE BPEMCHCKH JIOIHEHa, 3ary0aTa Ha I0-
JIaTOLM, HEHCIPAaBHOCTA HAa ONpeMaTa U HeaBTopu3upaHuTe ynajau. OBoj TPyH Hpe3eHTupa poOyCTeH aIropuraM 3a
H,, ynpaByBame, K0j cTaOMIM3Hpa BMPEXKEH CHCTEM Ha aBTOMATCKO YIpaByBame IPeKy Mpexara ZigBee Bo mpu-
CYCTBO Ha CJIy4ajHH JOLHEHa, IPEONTOBAPEHOCT Ha MpeXaTa U 3aryba Ha MOJJaTOYHHU IaKETH.

Kityunu 360poBH: BMpPEXEHH CHCTEMH Ha aBTOMATCKO YIIpaByBame; poOycHO yrpaByBame; H,, ynpaByBabe;
3ary0a Ha IMO/IaTOLY; CIyYajHH BPEMEHCKH JoLHema: ZigBee

1. INTRODUCTION

A networked control system (NCS) is a term
used to describe systems where sensors, actuators,
and controllers are interconnected with a shared
communication network [1]. The studying of these
systems represents an interdisciplinary activity, as
it encompasses both control theory and telecom-
munication. Therefore, in order to guarantee the
stability and the quality performance of NCSs, ana-
lysis and design methods based both on the net-
work and the control parameters are required [1,
2].

The situation where all the elements of a sys-
tem share a common medium contributes for many
advantages NCSs have in modern industry automa-
tion; especially the fact that systems are now far
more efficient, flexible and easier to maintain.
However, it also causes a wide range of draw-
backs, some of the more serious being the conflicts
of network access scheduling, and the subsequent
data dropouts and time delays which these con-
flicts induce. This paper tests a control algorithm
which is meant to robustly stabilize a given NCS
by modeling the random time-delays and data
package dropouts and uncertainties and perturba-
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tions in the system, and by then setting the problem
up as an H,, robust control problem and solving it.
The system which will be used to test and simulate
the algorithm on is a NCS where the communica-
tion network is based on the wireless ZigBee stan-
dard. ZigBee was chosen as it represents a standard
with a growing popularity in industry and home
automation.

The paper is organized as follows: firstly, a
brief overview of NCS is given in Section 2, along
with a survey on recent accomplishments in the
field of control of NCS and dealing with delays,
data dropouts, and scheduling conflicts; next, Sec-
tion 3 will give a basic description of the ZigBee
standard and a survey of its role in NCS; the design
of the controller and the simulation results will be
provided in Section 4, before Section 5 gives a
conclusion and some ideas for future work.

2. NETWORKED CONTROL SYSTEMS

Networked control systems have long been an
interesting research topic [1], [2], [3], [4]. Today
they are widely used in industry and home automa-
tion, because NCSs provide flexibility and modu-
larity, contributes for easier maintenance and adds
redundancy to the entire control setup.

When all the components of a feedback con-
trol system are connected and communicating via a
network which can be shared with other systems or
entities, then this system can be classified as a
networked control system (Fig. 1) [1]. In reality all
connections between any two given system compo-
nents, are established through some sort of network
or medium. However, until recently modern con-
trol theory assumed that the exchange of signals,
data, and information between the elements of a
feedback control system, and the calculations in-
side the controller, take place instantaneously and
without any delays or data losses. In reality, the
emergence of large distributed systems and the
growing complexity of control laws mean that the
previous simplifications no longer hold. Network-
ed control systems demand several previously un-
attended actions, such as modeling of the commu-
nication medium and its influence on the system,
and taking into consideration the fact that signals
travel in packages with a finite speed, and that
sending, receiving, coding, and decoding of data
takes time [3]. Therefore, occurrences such as ran-
dom time delays, network access conflicts, and
data dropouts have a significant impact on the NCS
performance.
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Fig. 1. Structure of a networked control system

The main efforts regarding NCS control are
focused on dealing with the aforementioned prob-
lems. It has been generally agreed that the main
issues which threaten the stability and the safety of
NCS are network-induced delays, data loss, limited
channel capacity, network security, and network
access conflicts [1], [2]. There are three major ap-
proaches that are used for dealing with these issues
[4]:
¢ the control-based approach explicitly takes into

account the network characteristics and then
considers the proper control methodologies for
the given situation (i.e. the network is preexist-
ing, and the controller is then derived);

¢ the network-based approach defines the control
system independently from the network, and
then states the network requirements accord-
ingly (i.e. the system is preexisting, and suita-
ble network parameters are then derived);

e the last approach represents a combination of
the latter two, as it studies both the control and
the network requirements in order to optimize
the system.

The time delays in the networks occur due to
the fact that the system shares the network with
other elements and/or systems, so often the capa-
city of the network is overloaded. These network-
induced delays can be modeled as constant delays
(with the help of a buffer), or as variable and sto-
chastic delays. The delays can be roughly lumped
into two groups: the delays from the sensor to the
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controller 1y, (the time that passes from the mo-
ment the plant output is sampled, to the moment
the controller starts calculating the next value of
the control signal), and the delays from the control-
ler to the actuator T, (the time that passes from the
moment the controller starts sending the data rep-
resenting the control signal value, to the moment
the actuator starts influencing the plant according
to the sent signal). If we observe things on the
physical level, we can expand to other types of
delays, such as the waiting time delay Ty (the time
spent in waiting for the network to be available for
sending data), the frame time delay 1 (the time
spent in framing the data packages on the transmit-
ting side, and unpacking them at the receiving
side), and the propagation delay tp (the time the
data packages spend traveling to their destination).
Of course, there exist many other network-induced
delays, such as the ones caused by the network
parameters and the communication protocol that is
being used.

The choice of the network also has a signifi-
cant influence on the time delays. If the NCS is
connected with a cyclic service network (IEEE
802.4, IEEE 802.5, PROFIBUS), then the delays
are deterministic and easy to incorporate into the
system model; however, if the NCS is built on a
random access network (Ethernet, CAN), then the
delays are caused by the package collisions and are
of a stochastic nature, which naturally makes them
more difficult to model and to take into account.

Methods used to model the delays have ran-
ged from conventional system identification tools
[5], to using Markov chains [6], T-S fuzzy models
[7], or ARMA models [8]. The compensation of
the effects of this unwanted phenomenon has been
done with many different approaches, such as:
solving the problem as a LQG (Linear Quadratic
Gaussian) problem [9]; modeling the delays as dis-
turbances and posing the problem as a robust con-
trol problem, and thus trying to solve it with the
respective existent tools [10]; introducing queues
so as to represent the NCS as a time-invariant sys-
tem [11]; using a state observer and a delay predic-
tor and compensator, which relies on highly accu-
rate modeling [12]; design of an event-based con-
troller, which is therefore totally independent of
the time delays [13].

Most recently, the framework for networked
control systems has been extended to more appro-
aches. These include but are not limited to [2]:

e quantization, which is motivated by the net-
work capacity constraints;
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e fault diagnosis, which is a process consisting
of keeping track of system performance, and
the detection, isolation, and identification of
faults in the control loop;

e gtate estimation, which can be done by filtering
(to estimate system states with noise), or by
distributed data fusion (to improve the accu-
racy of the data by combining information
from multiple network nodes);

e networked predictive control, which is based
on general predictive control, but can refer to
the system model or the network parameters
(data package based predictive control, data-
driven predictive control, etc.);

¢ cloud control, which merges the advantages of
networked control system approaches and
cloud computing.

Obviously, networked control systems play a
significant role in automation and therefore the
search for solutions of their most commonly occur-
ring issues are of great interest.

3. THE ZigBee STANDARD IN NCS

The main reason for the growing popularity
of wireless standards in industry automation is the
increase in flexibility, effectiveness and range that
is obtained when using a wireless network to im-
plement a NCS. The ZigBee standard, developed
by the IEEE workgroup 4 and the ZigBee Alliance
at the beginning of the last decade, is a wireless
communication standard specialized for low range,
low cost, and long life Wireless Personal Area
Networks. These characteristics make ZigBee and
interesting candidate when considering a commu-
nication protocol for a NCS design [14].

The standard is based on the OSI model, but
only contains the physical layer, the MAC sub
layer, the network layer, and the application layer
(user defined). The frequencies of operation are
defined at 868 MHz in Europe, at 915 MHz in
USA and Australia, and at 2.4 GHz worldwide,
and the modulation methods used are DSSS (Di-
rect-sequence spread spectrum) for the lower, and
0-QPSK (offset quadrature phase-shift keying) for
the higher frequencies. The standard defines three
types of devices: coordinators (only one per net-
work, represents the root of the network and coor-
dinates all communication and network parame-
ters), routers (responsible for data routing and net-
work extension), and end-devices (representing the
interface to the field devices, such as sensors and
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actuators). The end-devices are active only for
short intervals, enough to transfer data from the
network to the process and/or vice-versa. This con-
tributes to high efficiency and longer battery life of
the communication modules. The most common
network topologies are tree, star mesh network
topology.

The ZigBee protocol supports two network
access mechanisms: the non-beacon enabled mode,
where a unslotted CSMA — CA (carrier sense mul-
tiple access with collision detection) is used, and
the beacon enabled mode, where periodically emit-
ted beacon signals coordinate the communication
and the network access of the nodes. The latter
method makes the communication more determi-
nistic and also extends the battery life and lowers
the duty cycle, as nodes are in sleep mode in be-
tween beacons.

As a wireless communication standard, lately
ZigBee can often be found in many NCSs. Altho-
ugh its characteristics make it a somewhat prefer-
able choice for a NCS standard, ZigBee NCSs still
suffer from the same issues mentioned previously.
A lot of research has gone into dealing with these
problems specifically in ZigBee NCSs, more nota-
bly:
®* Mouney, Juanole & Calmettes give the lowest

acceptable sampling rate in these systems as
6.3 ms [15];

e Koubaa, Alves, Song & Nefzi [16] propose a
slotted CSMA — CA mechanism in time sensi-
tive applications;

e Rao & Marandin [17] give an improved back-
off time calculation algorithm;

e Sobrino & Krishnakumar [18] define the
black-burst network access mechanism;

¢  Umirov, Jeong & Park [19] propose the intro-
duction of a play-back buffer which would in-
troduce a fixed and deterministic delay in the
network.

4. H, CONTROLLER IMPLEMENTATION

The proposed H,, robust controller was de-
signed by Yue, Han & Lam in [20]. It is used to
stabilize an uncertain NCS, taking into account the
effects of the network induced delays and the data
dropout.

The authors represent the system with a con-
tinuous model with uncertainty, while at the same
time modeling the delays and dropouts by intro-
ducing the sampling time and some discrete integer

values in the model. The total time delay in every
iteration is a time-varying function of the quantity
of data-loss in the network, and its value is given
both an upper and a lower positive bound. The ro-
bust controller design theorem by Yue, Han &
Lam states that a controller which stabilizes the
system can be derived by solving a set of linear
matrix inequalities given in [20]. The proof, which
can also be found in [20], is based on the construc-
tion of a Lyapunov-Krasovskii functional and thus
establishing the exponential stability criteria for the
system, given by the said LMIs.

A controller as described above was designed
for an unstable process (1) with further interfe-
rence applied to the input (2), which was to be con-
trolled and stabilized over a ZigBee network:

0.153 +1.15 +0.9755s +0.225

G(s)= 1
(5) P +5%—-0.255-0.25 M
Ww(t)= {0.3, 2s<t S 4s (2)
0, otherwise

The entire system was simulated in the speci-
al Matlab NCS extension TrueTime [21]. The net-
work consisted of three different nodes (Fig. 2).
The sensor/actuator node sampled data from the
process in regular intervals and sent it to the con-
troller, or acted on the process after receiving the
control signal value from the controller. The con-
troller node calculated the control signal upon re-
ceiving the measured values from the sensor, and
then sent it to the actuator. The interference node
applied a random uniform noise across the entire
network. The controller also randomly executed an
empty (dummy) task with higher priority than the
control task, in order to simulate network overload.
All the data propagation throughout the network
was subjected to uniform random transport delays
ranged between 0.1 s and 0.5 s (that is 2.5 times
the sampling rate in the worst case).

Different scenarios were tested by using the
opportunities provided by the TrueTime simulator.
Simulations were run with different values for: the
error and data loss probabilities, the physical posi-
tions of the nodes, the transmit power and receiver
signal threshold, and the percentage of reduced
network capacity. Other vital parameters were also
established: the data rate was a standard 250 kbps,
the sampling period was set at 200 ms, and the ex-
ponent of the path-loss function was set at 3.5, thus
modeling air as the primary environment through
which the radio waves travel. Also, the initial con-
dition stated that in the beginning, the process out-
putisy=1.7.

J. Electr. Eng. Inf. Technol. 1 (1-2), 17-23 (2016)
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Fig. 2. Block structure of the NCS, as given in TrueTime

What follows are several graphs showing the
system performance when the robust controller is
implemented in different scenarios.

First and foremost, Fig. 3 shows the step re-
sponse and the impulse response of the process,
which makes clear the fact that we are dealing with
an unstable system.

Step Responsze
2 ! ! H 1 !

" ; a a : .
o 20 40 B0 a0 100

Time (sec)

Impulse Response

Amplitude

" i i i ; 3
o 20 40 &0 1) 100
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Fig. 3. Impulse and step response of the process
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Next, in Fig. 4 we can see the system respon-
se when the controller is applied directly, when the
network is not a part of the simulation. It is obvi-
ous that the controller has a stabilizing effect on
the system, and a similar result can be seen in Fig.
5, where the system is being controlled over the
ZigBee network, but in the absence of any negative
effects.

Fig. 4. Response of the controlled system
without a network simulated
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Fig. 5. Response of the NCS without any adverse
effects simulated

Then, Fig. 6 shows simulation of the system
performance in a situation with a probability of
data loss of 25%. Also, there is no sending retry, as
practice has shown that in most cases the data loss
is not worth the extra delay induced by the retries.
Fig. 7 shows the system performance when uni-
form interference is applied through the network,
while Fig. 8 displays the response when the ran-
dom transport delays are simulated.

Fig. 7. Response of the NCS with uniform interference
applied throughout the network

Fig. 8. Response of the NCS with random data propagation
delays in the range [0.1s; 0.5s] simulated

It is obvious that the controller comfortably
handles all the network obstructions, as the system
responses conveniently converge to the stable state
in all cases, only temporarily fluctuating around
the 2s — 4s interval, when the external perturbation
is applied to the system input.

Finally, Fig. 9 shows the system performance
when all previously mentioned effects were being
simulated at the same time: the propagation delay,
the uniform disturbance, the 25% chance of data
loss, and 70% network capacity. Yet again, the H,
controller successfully dealt with all these effects
and stabilized the system in a relatively short time.

Fig. 9. Response of the NCS with 70% network capacity
reduction and all other previous effects in action

Also, simulations of the system in the same
conditions were made, but with different control-
lers applied. Fig. 10 shows the system performance
under PID control (where the controller is tuned
for the process without considering the network),
and Fig. 11 displays the system performance with
LQR control applied. Obviously, PID is unable to
deal with the stochastic network occurrences,
while LQR is not as effective as H,, but it is still
successful. This can be attributed to the fact that
both LQR and H, have the same core and are
based on the same concepts of optimal control.

Fig. 11. NCS system response under LQR control

J. Electr. Eng. Inf. Technol. 1 (1-2), 17-23 (2016)
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5. CONCLUSION

In this paper, a short overview of the issues of
network induced delays and data loss in networked
control systems was given. Then, ZigBee was pro-
posed as a suitable choice for a communication
protocol when implementing a wireless networked
control system. An overview of important imple-
mentations of this standard in networked control
systems was also elaborated. Finally, an existing
H,, control algorithm for NCS was applied to an
unstable and uncertain process through a ZigBee
network, and the entire system was simulated in
TrueTime in different scenarios in regard to the
adverse network effects.

The analysis of the simulation results implied
that the controller successfully handled the nega-
tive network occurrences, and thus it can be rec-
ommended to attempt a future practical implemen-
tation of this ZigBee robust controlled NCS, which
would be found useful in many applications in in-
dustry, automation, smart sensor networks, and/or
home automation.
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A bstract: In this paper, we present the dynamic modelling of two differential wheeled mobile robot, and
also propose an easily implementable control strategy, for stabilizing the nonlinear and nonholonomic WMR system
around the desired final posture. The asymptotic stability is approached by using two PI controllers. The dynamic
model of WMR is used in the simulation environment of Matlab/Simulink, for testing the proposed stabilizing control
strategy. The validity of control strategy is verified by the simulation results.

Key words: wheeled mobile robot; dynamic modelling; nonholonomic robots; stabilization control; linear controller

JUHAMMAWYKO MOJEJIMPAILE 1 KOHTPOJIA HA ITPUBJIM)KYBAIBETO KOH ACUMIITOTCKATA
CTABHUJIHOCT HA MOBHMJIEH POBOT CO ABE JU®EPEHIUJAJIHA TPKAJIA

AmncrtpaxkT: Bo 0B0j Tpyd € MPETCTaBEHO AUHAMMYKO MOJENHUPAame Ha MOOMIEH poOOT cO ABe AU(EpEeHIHjaTHU
TpKaja W NpeUIoKeHa € CTpaTerja 3a KOHTPOJIa Koja MOXKE JIECHO Jla Ce MMIUIEMEHTHpa 3a CTaOMIM3Upame Ha
HEJMHEapHUOT M HEXOIOHOMUYCH CHCTEM Ha MOOMICH pOOOT CO TpKala OKONy IIOCAKyBaHATa KpajHa IOJIOXKOa.
[pubnmxyBameTo KOH aCHMITOTCKAaTa CTAaOMIIHOCT € u3BeneHo co asa 1M konTtposepa. [MHAMHYHHOT MOJEN Ha
MOOMJIHHOT pOOOT CO TpKajla € MCKOPHCTEH BO CHUMyJanuckara okoimHa Ha Matlab/Simulink 3a Tectupame Ha
MpeAoKeHaTa CTpaTerrja 3a KOHTpOoJa Ha crabuim3aiujaTa. BamumHocTta Ha crpaTtervjata € BepuHKyBaHa CO

PE3yITATUTE O CI/IMyJ'IaI_II/Ij aTa.

Kunyunu 360poBu: MoOuieH poGOT Co TpKalia; AMHAMUYKO MOJEINPae; HEXOJIOHOMUYHU POOOTH;
KOHTpOJIa Ha CTa0MIM3alH]ja; IHHEAPEH KOHTPOJIEP

1. INTRODUCTION

Nowadays, the complexity and hazardous of
working process and working environment in
many fields have been increased. Consequently, as
a result, the interest of manipulation and mobile
robots application have been exponentially increas-
ed last few years as well (for further details consult
[1], [2]). We may find an application of mobile
robot in fields like mining, military, medicine,
aerospace, industry, under water, etc., which requi-
re high accuracy, responsibility, and reliability.

Therefore, wheeled mobile robots as a particular
category of mobile robot are widely studied during
the last decade, because of their simplicity and ap-
plicability. Wheeled mobile robots (WMR) are
wheeled vehicles or platforms which are supposed
to navigate from the initial point toward the desired
or final point in an autonomous manner.

The mobile robot has visual, proximity, posi-
tioning and object detection capabilities [3].

The performance of the WMR depends on
many factors, like types of sensors and actuators,
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their sensitivities and limitations, but mainly it de-
pends on the robustness of the designed controller.
Controllers should be fast responsive and immune
to the disturbances and parameter variations.

There are many research papers focused on
designing the control of a wheeled mobile robot.
Depending on the configuration of the robot, many
of them have proposed a controller which track the
desired trajectory in the most effective way in 2D
space [4]-[6]. Mostly include the kinematic model
of WMR, while very few include dynamic model
due to the complexity of the model and high non-
linearity degree.

However, because of the center-of-gravity
(COG) shifts and load changes caused by large
loads and the serious nonlinear friction at the high
speed, the accuracy of the path-tracking decreases
and the robots stray from the predefined path,
which clearly increases the danger of hitting ob-
stacles. Therefore, motion control is one of the
most fundamental topics for mobile robots [7].

The navigation problem of mobile robots
could be separated into four basic problems:

1. Obstacle avoidance,

2. Autonomous trajectory generation (path
planning),

3. Trajectory tracking,

4. Point stabilization.

All the afore mentioned navigation problems
ought to use localization sensors system. In [§]
authors presented the impact of using the dead rec-
koning sensors on the improvement of positioning
accuracy of GPS and DGPS in application of land
vehicles. The road construction vehicles, farm ve-
hicles and mining vehicles require accuracy of the
order of a few centimetres. Hence, carrier phase
differential GPS (CP-DGPS) technology provides
such requirement. In [9] a nonlinear velocity inde-
pendent control law has been designed for the farm
tractor (relies upon the kinematic model) to per-
form both curved paths and straight lines following
by using a CP-DGPS sensor. The GPS is limited
for the indoor mobile robots application with high
accuracy requirements. Therefore, the indoor GPS
system with fix beacons could be used.

In the following text we group the cited pa-
pers by the separation, thus for the first and second
navigation problem: in [10], authors elaborated a
technique of constructing (generating) a feasible
trajectory for WMR by assembling arcs of a simple
curves, and extended the research by adding fuzzy
logic control for obstacle avoidance.

In [11] authors analyzed the controllability of
the nonholonomic multibody robots with inequality
constrained, and proposed an algorithm for genera-
ting path planning based on a bitmap discretisation.

In [12] authors presented an algorithm for
generating a trajectory by using simple arcs and
straight lines. Furthermore, achieving obstacle
avoidance through the composition of trajectories
based on the set of configuration sub-goals that
lead to collision-free motion.

This paper is confined to the trajectory track-
ing and the point-stabilization for WMRs mov-
ing/operating in the 2D real-world space, within
the respective separation of navigation problem.

— Regarding the third navigation problem: In
[13] a new kinematical control method, named
Lyapunov-based Guidance Control (LGC), has
been proposed for the trajectory tracking of non-
holonomic WMRs. Through the application of
back stepping methodology, in [14] is proposed a
control scheme for trajectory tracking for the con-
sidered augmented model including kinematics and
dynamics of the mobile robot.

In [6] authors proposed higher order sliding
motion control based on the kinematic model for
tracking the trajectory, the outcome results were
satisfactory but it requires highly processing power
compared to existing control methods. In [7] a di-
gital acceleration control method is proposed for
the path-tracking of a wheeled mobile robot to deal
with COG shifts and load changes.

In [15] authors presented dynamic modelling
of the WMR by using Lagrange formalism, and
proposed two motion control laws for dynamic
object tracking by using Lyapunov direct method
and computed torque method.

— Regarding the fourth navigation problem: In
[16] the Point Stabilization of Mobile Robots is
achieved by using Nonlinear Model Predictive
Control.

In [17] authors elaborated a method for pos-
ture stabilization of the wheeled mobile robot by
using a hybrid automata-based controller.

In [18] authors extended the nonholonomic
integrated model by double integrating it, because
it fails to capture the cases where both kinematic
and dynamic of WMR are taken into account.
Then, logic-based hybrid controller was proposed
that yields global stability and convergence of the
closed-loop system to an arbitrarily small neigh-
borhood of the origin.

J. Electr. Eng. Inf. Technol. 1, 1-2, 25-35 (2016)
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Motivated by the scientific approaches which
are used in aforementioned works, the problem of
interest in this paper is to design a stabilizing cont-
rol about a desired posture. In such a way, that it
will bring WMR to navigate from initial posture to
the predefined desired posture, and solve the prob-
lem of asymptomatic stability. Besides the existing
methods, the novelty of this paper is the simplicity
of understanding, and easily implementable in the
practical real slow-speed operating WMR.

The organization of the paper is as follows. In
Section 2 it is presented the kinematic modelling of
the robot. Continuously, the elaboration of dynamic
modelling of two differential wheeled mobile robot
is given in Section 3. In Section 4 is presented the
proposed control strategy for solving the problem
of point stabilization, and it is followed by
subsections of robot position control and robot ori-
entation control. The simulation results for the pro-
posed control system design are given in Section 5.
The conclusion remarks are given is section 6.

Remarks on the notation. Matrices are de-
noted by upper-case letters, and vectors and scalars
are denoted by lower-case letters.

2. KINEMATIC MODELLING

The number of possible wheeled mobile ro-
bots realizations is almost infinite, depending on
the number, type, implementation, geometric cha-
racteristics, and motorization of the wheels [19].

The mobile robot in this paper is driven by
two independent differential wheels, and one free-
wheel or caster wheel for balancing the platform.

The robot posture in Cartesian space x, y, 0
will be described by the global reference coordina-
te frame {0}.

{0} x

Fig. 1. WMR in 2D Cartesian space
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Before proceeding with kinematic model
some assumptions will be defined:

1) Both motors produce the same torque;

2) There is no friction on wheels or pure
rolling without slipping;

3) The distribution of mass is uniform;

4) The robot will run on a flat surface, mean-
ing the potential energy is zero;

5) There is no deformation on wheels or ter-
rain.

The robot posture in Cartesian coordinate
frame is specified by the generalized coordinate
vectors qg = [xz, Vs, 01" or q6 = [x6, Yo, 0]". The
point B is represented by xp and yz, which is the
center of the wheel axis, while by x; and yg is re-
presented the center of gravity of the platform. The
distance between the center of the wheel axis B
and the center of gravity G of the platform is de-
noted by 1, while heading of point G with respect
to point B defined the orientation angle 0 of the
platform.

{3 xp %o

Fig. 2. Generalized coordinate vectors gz , g in R’

Linear velocity of the right respectively left
wheel could be expressed as a function of it is an-

gular velocity v, = rg, and v, = r6,, where r is the
radius of the driving wheel.

Based on the condition of assumption 2, the
linear and angular velocity at point B could be ex-
pressed by the following

v @, +v) _ r€,+r€,’ 1

2 2

_ v, -v) _ ré,—ré, . 2)
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In matrix form:

r . .
vl| 2 ol=p|%|
o] |~ _" |6 6,
2L

2L

N |~

The position of center of gravity G could be
described by the global reference frame {0} in a
vectorial form, in a complex plane:

X,+J v, =(x,+ ] y,)+1(cosf+ j sin) =

=(xb+j yb)+lej9
OG =0B+BG =0B +1e'.. (4)

If we differentiate the equation (4), the veloc-
ity relations could be found:

Vg =0y + /160" (5)
Vg =5+ Vo (6)

- . . i0

Vg =Xp+ Yy =ve’ (7N

Through the substitution of (7) in (5), it is
possible to express the velocity of point G in terms

of the general linear v and angular 6 velocities:
Vo =ve’? + j16e7 =(v+ jI10)e”’ (8)

The velocity of point G could be expressed in
term of the real and imaginary part, by approach-
ing the substitution of (6) in (8):

Xg =vcos@—lwsind

. . . )
Yo =0sin@+lwcos b

Wheeled mobile platforms are subject to non-
integrable kinematic constraints, known as nonho-
lonomic constraints (17). The nonholonomic cons-
traint could be defined by eliminating the para-
meter ¥ from equation (9):

Vg cos@—x;sinf—Ilw=0 (10)

From equation (10) for 6 = 0 the velocity in y
direction is zero, y; =0, while for 8 =’27 the velo-
city in x direction is also zero, x; =0. This proves
that as long as the assumption 2 holds, the nonho-

lonomic WMR could only move in direction
perpendicular to the wheels axis.

The definition of relationship between velo-
city of generalized coordinate vector ¢, as an out-

put and controlled input of linear v and angular @
velocities is given by the following matrix:

Xg cos@ I[sin@ v v

Ve |=|sin@ Ilcosé {4=G(6)[ } (11)
. [0

12 0 1

Through the application of equation (3) in
(11), it is presented the relationship between the
velocity of generalized coordinate vector ¢, and
the controlled angular velocities of right respecti-
vely left wheel:

6
qczcxayp{é}. (12)

1

Now equation (12) represents the kinematic
model of the WMR in implicit form. The explicit
form of a kinematic model of WMR is given by the
equation (13).

Xg Zcos@—-lsin€@  Scos@+1sinf .
Yo |=|£sin@+F-Icos@ Lsinf—-lcosd {;}
] r r 1

0 72 72

(13)

Since at the output of the system the Degree
of Freedom (DoF) which need to be controlled

[)'CG, yc,é] is three, and at the input of the system

the level of controllable DoF is two [ér,él], we

confirm that the system (13) is nonholonomic. A
system is nonholonomic when the controllable
degree is less than the total degree which needs to
be controlled, otherwise, the system is holonomic.

According to remarks (page 187) of [20],
nonholonomic systems do not satisfy Brockett
condition. Therefore, by using continuous control
laws, it is impossible to arrive smooth asymptoma-
tic stability at the desired point. However, approxi-
mated asymptotic stability region could be achie-
ved, (see the last paragraphs of Section 4).

3. DYNAMIC MODELLING

Let's assume that both wheels will be rotated
with the same angular velocity, but opposite direc-
tion of rotation, thus robot will rotate around its
center of wheel axis (point B), as a result dynamic
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torque would act, and the point G will pass a circle
with radius I. Therefore, robot on the way to the
final position and orientation, will create a trajecto-
ry by moving within this circle, see Figure 3.
When the robot gets a curved road, at the center of
gravity acts resultant acceleration, which could be
expressed as:

dp=ad,+ad,+ad,, (14)

denoting by a, — the displacement acceleration,
a, — the relative acceleration and a,, — Coriolis

acceleration. The displacement and relative accele-
ration can be separated into their normal and tan-
gential components.

aR = adn + aa,'t + am + arl‘ + acor (15)
¥
YR
)
_— R
drt
é‘\ Acor,
. AV
i)
78 ) |
E:S
[
{0} Xp e

Fig. 3. Radial and tangential acceleration components

Since the WMR is nonholonomic it means
that robot do not make displacement perpendicular
to the wheel axis, hence a, =0. Considering that
distance ! doesn't change is constant, means that
da,, is same for point B and point G.

The acceleration of the center of gravity G
could be found by the derivation of equation (8)

a; =(W—-16%)e’ + j(16+v0)e’ . (16)

The first component is the radial component,
while the second component is the tangential com-
ponent.

For the simplicity of understanding the equa-
tion (16), refer to the Figure 3. The correlation bet-
ween (15) and (16) might be presented as:
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a; =(a,, —a,)e’® + j(a, +a,)e’. (17)

The forward movement is produced by the
dynamic force F; and the rotational motion is pro-
duced by the dynamic torque 7. The magnitude of

these forces are given by the following equation:

F,=m-a, =m-(0—16%)
‘ s . (18)
z’d=(lg+ml )0 + mlvé

where: m is the total mass of the platform without
wheels, I, is the moment of inertia calculated for
rotation around the center of mass. The dynamic
force F; and dynamic torque of the robot 7; are
generated by the dynamic driven torque of the right
T, and left 7,; motors:

Fd — (Tmr + Tml)
r
(19)
T.,.—7T
Td =L( mr mr)
r

The dynamic model of WMR is represented
in matrix form by merging the equations (18) and
(19):

Mv+C(v)=Br (20)

where:

N2
C(v) {_ mio } 1)

The matrix M represents a positive definite
inertial matrix, matrix C represents Coriolis and
centrifugal matrix, B represents the input transfor-

mation matrix, 7=[z,,,7, | and v =[0,&| repre-
sent vectors of controlled input dynamic torques
and controlled output accelerations.

The dynamic model (20) is based on the coor-
dinates of the WMR platform, for better modelling
the physical system of WMR, the dynamic model
should be extended including the dynamic models
of actuating motors. The equation of motion could
be written as:
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wm r mr r

1,0 +7, =71, T, )

wm

1,0 +T,=17,,-7,

denoting by: 1,,, — the inertia of each wheel plus
the inertia of motor including the rotor inertia, 7,,
7.1 — the torque exerted from right, respectively left
motor, and 7, 7; — the friction torque from right
respectively left motor.

The dynamic model of WMR including the
dynamic of wheels plus motors could be defined
through the substitution of equation (22) in (20) as:

M,,0+C()+Bt, =BT, (23)

wm

where:

(24)

The matrix M,,, indicate the reduced form of
positive definite Inertia matrix, while 7, and 7
represent vectors of generated motor torque and
friction torque respectively. The dynamic model-
ling could be derived also by using Lagrange dyna-
mic equation of motion. The dynamical modelling
of two nonholonomic WMR using Lagrange for-
malism could be found in [21].

4. CONTROL STRATEGY

The control problem of robot stabilization
could be separated in two individual control prob-
lems: robot positioning control and robot orienta-
tion control. The RPC must provide a control in
such a way that robot will achieve the desired posi-
tion (x4, y4), regardless the orientation of the robot.
The ROC besides achieving the desired position
must assure achieving desired orientation of the
robot (x4, Y4, 6)).

The intention of control engineering is to find
a feedback stabilizable controller, such that, the
equilibrium point of the closed-loop system is
asymptotically stable. Since the system is nonline-

ar and non-holonomic, it means that there do not
exist smooth time invariant state feedback contro-
ller, which renders the equilibrium point of a
closed loop system being asymptotically stable.

A) Robot position control

The control problem is to find a solution to
bring the WMR to the final position regardless the
orientation. Since the Cartesian coordinates of the
actual position of the robot are known from the
GPS sensor, and coordinates of the final position
are known to us from the task request (x,, y;), then
it is possible through simple equations to calculate
the distance to a final position. The illustration of
the problem is presented in Figure 4, denoted by Ar
— the distance to the final position, & — the angle
between the final position and Cartesian system,
and @- the heading angle of the robot.

Fig. 4. Geometric solution of RPC

In order to solve the problem, assume a point
D somewhere in the line of robot heading direction
with distance As, such that, it will be the closest
point from the final point. The angle to the final
position from the heading orientation of the robot
is defined as ¢@. In other words, it is the error bet-
ween the assumed point D and the final point
(desired position), defined as:

As

cos@p=— (25)

Ar

The desired point (x,, y,) will be achieved if
system control is designed, such that renders the
As — 0, ¢ — 0. Therefore, the positioning control
problem will be solved by implementing such
control strategy that provides such convergences.

The distance error respectively angular error
are denoted by e, ey, and defined as:
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e, =As=Ar-cos¢ =
=y =)+ (3, = ¥)"-cosg = (26)

=J(Ax)? +(Ay)?-cos ¢

e, =¢=a—0=arctan(ul—0=

X; =X

= arctan(ﬂj =60
Ax

Through the implementation of above equati-
ons, in Figure 5, is presented the Block scheme of
proposed control strategy for robot positioning.

The dynamic model is related with variable s
and 6, by the following substitution

27)

v=[v, o =[s,0]" .

The relation between the displacement of
right and left wheel and the control signal s and 6,
could be expressed by taking the inverse of equa-
tion (3), integrating it on both sides of expression
and neglecting the integration constants.

Ol p = o) T )
6| 6| Uy _% —L 1] uy

Equation (28) is used in the simulation envi-
ronment to generate the reference inputs (outputs)
on the wheels actuator control systems, when the
vector [s, 8" is substituted by the control vector
[, )"

ul
Abs Compare  Stop Simulation
To Constant
i’ —
x_d ax dr ‘ » dr Controlled s
o phi angle
X de ay A|pna4>©—T—> phi ds M
c Desired point i e — »lerror_s u_s(t) > u_s(t) @
error generator Controller for dist v [
; ontroller for distance error
¥ desired Point D XY Graph
Error generator ror phi  u_tet) »lu et
|te—dl T - "= Angle Theta N -
Theta desired

Controller for angular errgr

Actual theta

Robot Dynamics
angle

/=

Controlled Phi

Fig. 5. Block schema of RPC Structure

B) Robot orientation control

The robot is not supposed to move straight to
the final position, therefore, the control strategy
design will take in consideration the orientation of
the WMR at the final position.

The difference between the desired orientati-
on angle €, and the angle to the final position «is
defined by f, as =6, —«. In order to solve the
problem of the desired final orientation of the ro-
bot, assume a reference point R, as we would have
rotated a final point for angle £ in a clockwise

direction, related to point B with radius Ar, see
Figure 6.
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Fig. 6. Geometric solution of RPC and ROC



32

D. Bunjaku, J. Stefanovski, M. Stankovski

As the robot moves forward closer to the final
posture, the desired orientation angle &, and final

posture angle a will keep increasing, while £ dec-
reases. Continuously, as f decreases the reference
point R will attempt to approach the final point
with desired orientation.

Now, the angle between the heading direction
of the robot and the reference point is denoted by 7,
which could be expressed as

y=e,—~f=2a-6,-6.

The distance error respectively the angular
error to the final orientation are denoted by e;, eg
as:

e, =As=Ar-cos(y)=Ar-cos(Qa—6, - 0)
€ =Y
By applying the above formulas of this paper,

in Figure 7 is presented the block scheme of pro-

posed control strategy for position and orientation
of WMR.

==0.01

!
™

|ul

Abs Compare  stop Simulation
To Constant
’ ]
r
x_d = Controlled s
X desired dx dr s dr X
ds pleror s u_s(t) > u_s(t) >
y_d dy Alpha » Alpha ) [}
- Controller for distance error Y
Y desired Desired point Theta Desired XY Graph
error generator Gamma error_theta u_te(t) » u_te(t) —J
te_d » ] 1 U]
- Actual Theta RIEETTEE >
Theta desired IController for anaular errdr
Point D Robot Dynamics ctual tlheta
Error generator angle

—

»

L

Controlled Thet!

Fig. 7. Block scheme of RPC and ROC structures

In order to encapsulate the idea of robot stabi-
lization about the desired posture, it could be sum-
marized that: RPC attempts to move the robot tow-
ard point D, but simultaneously as ¢t — . ¥ — 0
point D approaches reference point R. While ROC
as t — o, #— 0 will try to approach continuously
reference point R toward final posture. The accura-
cy and sensitivity of sensor used for measuring the
position of the platform, determines the circular re-
gion from the final point with a radius & When the
mobile robot gets within this circular region
Ar<eg, then it is approximated that both linear
error e, and angular error ey are zero. Therefore, at
this point the approximated asymptotic stability
problem is accomplished based on the geometric
approach, wherein the proposed control strategy is
subjected too.

Often in text books, approximated asymptotic
stability region is referred as asymptotic stability,
so we do in this paper.

5. SIMULATION RESULTS

The simulation results are obtained by using
Matlab/SIMULINK. Since it is considered slow-
speed operating two-wheeled mobile robot, any
linear controller could be used for the proposed
control strategy for stabilization of the robot about
a desired posture. In this paper, two PI controllers
are used, one for controlling the distance error e,
and the other for controlling the angular error eg.

U (=K, -e,()+K, [ e (0,

] (29)
(=K 5 ep(t)+ Ky '[Oeg(t)dt,
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The performance of PI controllers could be
adjust by tuning the gain parameters. Equation (23)
is used to model Robot Dynamics block. The phy-
sical parameters taken to model the robot in the si-
mulation are given: m =25 kg, r =0.15m, L=0.3
m, [ = 0.35 m, I, = 0.25 kg-m?, I,, = 0.01 kg-m”.
The outer part and the heading shape of the virtual
platform of a wheeled mobile robot is illustrated in
Figure 8.

Fig. 8. Virtual platform of WMR

Various robot paths starting from the initial
posture [0, 0, 0°] toward the final point [20. 10]
with different desired orientation angles 6, are pre-
sented in Figure 9. Where paths with positive desi-
red orientation angle g, > 0 are presented with dash
lines, while with solid lines are presented the nega-
tive ones. When the desired orientation angle is
large, the robot needs to take a longer path.

Distance y[m]

0 2 4 6 8 10 12 14 16 18 20
Distance x [m]

Fig. 9. Robot paths with various final desired orientation angle

In order to evaluate the efficiency of the
proposed control strategy, in Figure 10 we have
taken a scenario in such a way that robot starts in
various 1initial points and goes to center point
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[0, O]. For initial points, x > 0" their final desired
orientation angle is taken 180°, while for x <0 the
final desired orientation angle is taken 0°.

(0,10.0 (15,10,180)

(-15,10,30)

ok (15.0,180)
(-15,00)

Distance y[m]

=
=l
L=
S

"0, 10,180)
‘

-15 -10 -5 0 5 10 15
Distance x [m]

Fig. 10. Robot paths from various initial posture

In the following figures, according to a parti-
cular simulation of the robot path, starting from
initial posture [0, 0, 0°] and going toward final
posture [20, 10, 0°], are presented the convergen-
ces of angular and distance errors of RPC and
ROC.

@
S
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N
o
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N
=]

Angle [degree]
o

n
=]
T

S
=]

60 F

Time [s]

Fig. 11. Angular and distance errors of RPC and ROC
for particular robot path

Furthermore, the angular velocity of a plat-
form and the angular velocities of the left respecti-
vely right wheel are presented in Figure 12, but for

the sake of a better illustration 6, and 6, are
multiplied by a factor 0.1.
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Fig. 12. Angular velocity and angular velocities of left and
right wheel

The simulation results prove that an asympto-
tic stability could be achieved.

6. CONCLUSION

Even thought, this WMR system is nonlinear
and non-holonomic, the proposed control strategy
assures asymptotic stability about the desired pos-
ture. The simulation has shown very satisfactory
results and proved that as + — co. an asymptotic
stability could be achieved. Furthermore, a robot
needs to take longer path when the desired final
orientation angle is large, this is not an advantage
but still it is admissible for different practical
applications.

The proposed control strategy is implement-
able and only requires localization of the robot, the
performance of the WMR could be adjusted by
tuning the gain parameters of PI controllers. It is
applicable only for the configuration of two diffe-
rential wheeled mobile robot.

Future works will be focused on implement-
ing the proposed control strategy in the real WMR,
compare and evaluate the performance in the real
situation.
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A bstrac t: Procedure for determining commanded coordinates in machine space if desired coordinates are
given is inverse calibration. A large amount of data is considered after measurement procedure and it is essential to
locate desired point in the real space which is skewed due to measured geometric errors. The machine workspace is
divided to cells using measurement points. It is depicted the importance of finding the proper cell in skewed 3D lat-
tice, for calibration of translational axes of ATL machine with large workspace. To calibrate 7 DOF robot manipula-
tor, this algorithm is extended. The problem of finding the proper cell in 7D skewed grid needs heavy computations
and takes significant amount of computational time. Few ideas for avoiding these computations are described and the
influence on the final precision of the calibration procedure is explored.

Key words: inverse calibration; geometric errors; robot manipulator

MMPOLEAYPA HA NHBEP3HA KAJIMBPALIUJA 3A HAMAJIYBAIE HA IIPECMETKOBHUTE
OIIEPALIMUN KAJ POBOT VIIPABYBAH CO 7 CTEIIEHU HA CJIOBOJIA

A mcTpak T Ipouenypara 3a oapeayBambe KOOPANHATH KOW MOXKAT a C€ KOHTPOIHMPAAT BO MAIIMHCKHOT
MPOCTOP CO 3afaJeHH KOOPAMHATH CE HApeKyBa WHBEp3HA KamuOpaimja. Bo TeKOT Ha MepHaTa IOCTANKa MOpagH
rojieMara KOJIMYMHA Ha MOJATOLM € OCOOCHO BaXKHO JIa Ce OJpEeAM TOYHATa MO3HIKja HAa MOCAKyBaHAaTa TOYKA BO
PEATHHOT MPOCTOP, KOja Ce M3MECTYBA MOPAAN H3MEPEHUTE FeOMETPUCKH rpeiuky. Co KOPUCTEHEe Ha MEPHHUTE TOYKU
MAaIIMHCKHOT pabOTeH MPOCTOp ce e Ha Kenuu. 3a kanuOpanuja Ha Tpanciaropuure ockd oq ATL mammHa co
rojeM paboOTeH HPOCTOP € OCOOCHO BaKHO Ja Ce OApeHM COOJBETHA Keiuja BO HMcKpuBeHarta 3D pemierxa.
AJITOpUTaMOT € MPOIIUPEH 3a KanuoOpaija Ha poOoT co 7 creneHu Ha cinobona (7 DOF) 3a manesap. [Ipobnemor Ha
Haorame Ha COOABETHAaTa kenuja BO 7D HCKpHBeHaTa Mpeka € KOMIUIEKCEH M 0apa OrpOMHH HPECMETKOBHU
KamamuTeTH U BPEME 32 HUBHO M3BpIIyBame. BO TPYAOT ce MpHKaKaHW HEKOJIKY HAUYMHH 32 H30CTHyBame OrPOMHH
MIPECMETKOBHH OIEepalii 1 00jaCHETO € BIMjaHUETO Ha KaJuOpallMoHaTa MoCTalKa Bp3 KpajHaTa MpeLr3HOCT.

Kiryunn 360poBH: MHBEp3HA KaIuOpalyja; reOMETPHUCKU IPEIIKH; POOOT 32 MaHEBap

INTRODUCTION cause some defects of the laminate and as well of

the final product [1], [2].

In composite industry, Automated Fiber Pla- To enhance accuracy of such robotized ma-

cement (AFP) and Automated Tape Layup (ATL)
technologies are used for producing large parts. In-
accuracy in position or orientation of the AFP/ATL
head, as end-effector of robotized machine, may

chines, comprehensive calibration procedure has
been developed for linear axes of a 6 DOF ATL
machine [3]. Due to the standards ISO 230-1:2012
[4] and ISO 230-2:2014 [5], as well to the ISO
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technical report [6], 21 volumetric errors was taken
in account.

Since all measurements were made on the
machine with large workspace, large amount of
data were obtained. Original algorithm for 3D vo-
lumetric calibration is implemented in Matlab and
the results are verified using comparative analysis,
comparing compensating predictions with the re-
sults of established calibration TRAC-CAL soft-
ware. The algorithm is based on mathematical mo-
del for linear approximation of the total displace-
ment error in the interior of the machine’s work-
space. That is nonparametric calibration, named
black-box [7].

A comprehensive calibration algorithm has to
cover both forward and inverse calibration. For-
ward calibration means to find actual coordinates if
the nominal ones are given, both in machine space.
If the desired coordinates are given and com-
manded coordinates should be found, it is the in-
verse calibration.

The measurement points for each axis divide
the range of that axis to intervals. Crossing them,
entire machine’s workspace is divided to cells
which dimension depends on the number of de-
grees of freedom (DOF) of the calibrated machine.
In traditional approach, approximation of the total
error is spanned over the workspace, taking into
consideration the measured errors in the knots of
the cells [7], [8], [9]. In our approach, we do linear
approximation for every cell separately. Because
of that, it is extremely important to determine the
proper cell which contains the considered point.

Such idea is extended for calibration ma-
chines with more than 3 DOF. Virtual model for a
7 DOF robot manipulator is built. All kinematic
calculations needed for calibration are done using
screw theory [10]. Errors for all 7 axes are ran-
domly generated, ensuring they are in expected
range and distribution, similarly as in the case with
3 linear axes and their errors.

DETERMINE THE PROPER CELL IN 3D CASE

The most sensitive step in the inverse calibra-
tion procedure from aspect of computational time
is determination of the grid proper cell for given
desired coordinates in machine space.

After obtaining measurement results, all mea-
surement points are stored for each axis separately.
For 3 translational axes X, Y and Z, measurement
was performed and the number of measurement
points and their range are shown in Table 1.

Table 1

Number of measurement points

Number of points Min (mm) Max (mm)
X 322 940 8965
142 520 4045
50 -1200 25

This way, the machine’s workspace is divided
to 2,217,789 3D cells. Combining division point
for each axis, nominal coordinates of the knot is
obtained:

Pnom = [xi,noms Yj.noms Zk,nom]T< (1)

Using the kinematic model of the machine,
actual coordinates are calculated and stored:

Pact = [xi,acls yj,acls Zk,act] T4 (2)

For storing all actual coordinates for all knots,
large amount of memory is needed. That is im-
practical in higher dimension, so prior calculating
and storing the actual knots is not done in the
simulation of calibration model for 7 DOF ma-
chine.

Also, for each cell separately, coefficients of
the error approximation polynomials are calculated
and stored.

That way, forward calibration step is com-
pleted. Entire machine’s workspace has two repre-
sentations. Knots nominal coordinates determine
the ideal workspace with ideal boxes as cells. Ac-
tual coordinates determines the real workspace,
whose axes are skewed.

Figure 1 shows the way axes are skewed. The
ideal workspace and its corresponding skewed
workspace are visualized on Figure 2.

Fig. 1. The skewed coordinate axes
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Fig. 2. The ideal and skewed grid of the worksapce

Let

des = [Xdes» Ydes» Zdes]T (3)

be the 3D point represent desired coordinates in
machine space. Clearly, those coordinates are in
the real, skewed space. One has to determine the
proper real cell where the point Qe is located.
This cell is polyhedron and is the convex hull of
the set of 8 vertices, determined with their actual
coordinates.

First, bisection method is applied to find the
default cell. That means, the nominal values are
used as partition for each axis, but appropriate ac-
tual knots are used to check whether the point Qges
is inside the hull. If it does, the proper cell is found
and it is the default one. If it doesn’t, all neighbor
cells, maximum 26 cells are tested to find the
proper one.

The point on top left on Figure 3 shows the
possibility point not to be in the default skewed
cell.

An original algorithm is developed and im-
plemented in Matlab, that determines whether the
point Qqes is inside the hull or not. This algorithm
is based on linear algebra tools and determines
whether the given point is on the same side from
all the planes determined by triples of polyhedron
vertices lying on the same face.
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Fig. 3. Desired point outside the default cell

Similar approach is tested using built-in Mat-
lab functions based on Delaunay triangulation and
tsearch function. In both cases, the same result as
proper cell is obtained, and both procedures are
time consuming.

After determining the proper cell, appropriate
coefficient are loaded and inverse procedure is per-
formed to find the commanded coordinates

com = [xcoma Ycoms Zcom]T' (4)

With obtaining the commanded coordinates
Qcom When desired ones Qg are given, the inverse
calibration procedure is done.

Since determination of the proper cell spends
most of entire computational time for the inverse
calibration procedure, the question is how this de-
termination is crucial for the accuracy after com-
pensation and is it possible to avoid such computa-
tions.

Analysis of the data shown on Table 2, points
out the importance of using right coefficients in in-
verse calibration procedure, since if default cell is
taken instead of the proper one, ignoring the possi-
bility of case shown on Figure 3, the precision after
the calibration is much worse.

Taking the proper cell, deviation of the end-
effector from the desired position is almost zero,
since calculated deviations are in range close to the
Matlab numerical accuracy. Calculated deviations
in case of taking the default cell instead of the
proper one are shown in the third column of the
Table 2. One can conclude those deviations may be
significant and finding the proper cell to use the
proper coefficient for error approximation may be
crucial.
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Table 2
Proper cell vs. default cell in 3D

Point inside Number Default cell Ratio-computational
procedure of callings deviation time proper cell

(mm) over default cell
Point 1 5 51.9-10°° 1.98
Point 2 19 89.2-10°° 274
Point 3 3 11.4-10°° 247
Point 4 4 20.4-10°° 2.11
Point 5 16 21.6-10°° 1.96
Point 6 4 20.7-10°° 1.80
Point 7 5 11.2-10°¢ 2.18

From aspect of computational time, in 3D
case, finding the proper cell takes less than 3 times
than the time needed for just taking the default cell.
So, we decided always to search for the proper cell
in the inverse calibration procedure in our calibra-
tion algorithm for 3 DOF machine.

CALIBRATION OF 7 DOF ROBOT
MANIPULATOR

To test possibility of extension of this cali-
bration procedure including rotational axes, virtual
7 DOF robotized machine is simulated. The kine-
matic chain contains 3 translational and 4 rota-
tional axes. Due to the ISO standards [4], [5], [6],
in total 61 geometric errors must be considered.
All of them are included in the kinematic model.
Forward and inverse kinematics procedures are
implemented in similar manner as in [11] and [12],
based on screw theory. Ideal forward kinematics
and error forward kinematics procedures are im-
plemented and the last one includes all 61 geomet-
ric errors. That makes possible to compare nominal
and actual pose in pose space and determine the
deviations for position, but for orientation as well.

There are 42 position dependent geometric er-
rors, 6 errors for each axis. Therefore, measure-
ment points must be considered for all 7 axes. Tak-
ing only 20 — 50 measurement points for the rota-
tional axes, the number of combination for cal-
culation of number of knots in the workspace in
machine coordinates is extremely enlarged. That
makes simple extension of the calibration proce-
dure from 3 to 7 DOF impossible. It is not possible
to calculate and to store actual machine coordi-
nates for all the knots and error approximation
polynomial coefficients for all the cells.

For given desired coordinates in machine
space

@dm = [61,des, 62,desa 63,(1687 64,deSs HS,deSs 66,des, e7,des]T
(5)

real time calibration procedure is designed, in-
cluding determination of the default cell based on
bisection method, calculations of actual coordi-
nates of all knots, generating error approximation
polynomial coefficients for the default cell and al-
gorithm to determine the proper cell in skewed 7D
space. The last one is critical, since it is time most
consuming. The goal is to obtain the appropriate
commanded coordinates in machine space

Qcom = [el,coma ez,coma ej,coma €4,coma 65,coma 96,coma 97,com]T
(0)

in real time.

Large data set for 42 position dependent geo-
metric errors is generated randomly. These errors
are in the similar range and distribution as the data
obtained for calibrating 3 DOF machine. Remain-
ing 19 position independent geometric errors are
randomly generated in the same manner. All 61
geometric errors are included in the calibration
procedures.

The simulation for calibration of a 7 DOF ro-
bot manipulator is implemented in Matlab as well.

Forward calibration procedure is performed in
reasonable computational time. That means if the
nominal coordinates in machine space are given,
the actual coordinates could be calculated in real
time.

For inverse calibration procedure, searching
for proper cell in a 7D skewed space is too much
time consuming and makes idea impossible to re-
alize in real time.

AVOIDING HEAVY COMPUTATIONS IN 7D

A heavy computations are needed to deter-
mine whether some 7D point in inside the convex
hull of a set of 7D points.

Mathematical foundation of the problem is in
combinatorial topology [13]. There are 128 verti-
ces in 7D case and the cell in ideal space is simpli-
cial complex. Its underlying space is linear polyhe-
dron in dimension 7. When actual coordinates are
calculated, the set of 128 points are obtained, and
one needs to find the convex hull of such set of 7D
points. Partition of that hull to 7-simplices is need-
ed and test if the given point is inside any 7-sim-
plex.
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The fastest way to make such partition is ex-
tension of Delaunay triangulation method [14] in
higher dimension [15], [16].

Since entire procedure is implemented in
Matlab, its built-in functions Delaunayn and tse-
archn are used. Correctness is visually verified in
2D and 3D and few tests are performed to ensure
the same answer is obtained with using these func-
tions and using topological test over all combina-
tions of 7-simplees.

For most points given with desired coordi-
nates in machine space, only one call of these two
functions is sufficient, since most of that points
would lie in the default cell and searching for that
cell is easy and fast, due to bisection method. But,
even one calling of these functions is time con-
suming and makes entire calibration procedure im-
practicable for real time computing. For such
“good” point, approximately 94% of computational
time takes the check it is inside the default cell.
The function Delaunayn spends approximately 6.8
seconds and the function tsearchn spends around 3
seconds. It is clear, that these heavy computations
should be avoided.

Naive idea to assume the point is “good” and
it lies in the default cell, could lead to undesired
deviations as 3D case showed.

If any coordinate of desired point (5) is near
the measurement point in some predefined toleran-
ce, there is chance desired point not to be “good”
one. Ideally, in that case, the neighbor cells should
be checked, but it is totally impractical, since the
number of neighbors is large, and computational
time for one check is large as well. But, taking the
neighbor cells into account, without insisting to de-
termine which one is the proper, is the right idea
for avoiding heavy computations.

That means, for such potentially “bad” point
with desired coordinates in machine space, to ex-
tend the neighborhood and instead of taking only
one linear polyhedron in dimension 7 as proper
cell, to take few of them, at most 128 = 27 such
cells. Calculating the actual coordinates and ap-
proximation coefficient for all neighbour cells is
much cheaper than performing Delaunay 7D test.

Taking the average of appropriate coefficients
of all such neighbour cells, for each dimension
separately, the new approximation polynomial is
obtained. The inverse calibration procedure is per-
formed and the commanded coordinates are ob-
tained, without calling the heavy computation
functions.
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One may expect to have losing of accuracy,
so obtained commanded coordinates in machine
space should be transformed in pose space and the
deviations of position and orientations from the
ideal ones should be calculated, and they should be
compared against the appropriate deviations if the
proper cell was taken in inverse calibration proce-
dure.

RESULTS

Nine 7D points were sampled, all with desired
coordinates (5), and simulation is done for all of
them. Three of sampled points were “good” — they
are inside the default cell, and 6 of them were criti-
cal under the predefined tolerance, determining
different numbers of neighbour cells that must be
taken into account in polynomial coefficient cal-
culations.

For the desired coordinates (5), ideal pose co-
ordinates are calculated, in pose space, calling the
ideal forward kinematics procedure. In that proce-
dure, it is assumed ideally, no geometric errors ex-
ist. The position of the end-effector is represented
with 3D vector R,, whose coordinates are ex-
pressed in millimeters. The orientation is repre-
sented with 2 unit 3D vectors R,; and R, so their
coordinates are dimensionless numbers.

Poseigea = [Rp R, Ro] @)

To analyze how the choice of the cell in
skewed 7D space influences to the accuracy, 3 dif-
ferent strategies are applied:

e Strategy 1: Looking for the proper cell, no
matter how long it lasts.

e Strategy 2: Taking the default cell, no matter
whether the point is critical or not.

e Strategy 3: Taking neighbor cells into acco-
unt if appropriate coordinate is near meas-
urement point under predefined tolerance and
calculating the error approximation polyno-
mial coefficients as average of the appropri-
ate coefficient for all that cells.

For every strategy applied, different comman-
ded coordinates are obtained. Calling the error
forward kinematics procedure, for commanded co-
ordinates obtained by i-th strategy (i = 1, 2, 3), the
real pose is calculated:

Posereal,i = [Sp,i Sul,i Su2,i]~ (8)

Accuracy estimation is made calculating the
deviations from real pose to ideal pose.
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Position deviation for i-th strategy (i = 1, 2, 3)
is 3D vector with coordinates expressed in milli-
meters:

Delta, =R, - S,,; )

In the Table 3, norm of Delta deviation vector
is given for each strategy.

Table 3
Position deviations

Number Position deviation (mm)

of callings

Delaunayn Strategy 1 Strategy 2 Strategy 3

and tsearchn
Pt. 1 1 269.6-10°  269.6-10° 190.3-10°°
Pt.2 1 685.2:10°  685.2-10° 584.1.10°°
Pt. 3 1 365.7-10°  365.7-10° 490.9-10°°
Pt. 4 16 447.4-10°  684.5-10° 177.9-10°
Pt. 5 19 211.3-10°  264.5-10° 270.6-10°°
Pt. 6 28 993.8-10°  1108-10° 43.2.10°°
Pt. 7 28 557.9-10°  7162-10° 708.2-10°°
Pt. 8 275 556.7-10°  811.6-10° 339.6-10°°
Pt.9 343 203.6-10°  242.4-10° 44.6.10°

In the Table 4 accuracy estimation for orien-
tation of the end-effector is made taking the avera-
ge of the norms of 2 Epslion deviations:

Epsilonl; = Ry — So1

Epsilon2; = Ry, — Sei (10)
Table 4
Orientation deviations
Number Orientation deviation
of callings
Delaunayn  grategy 1 Strategy 2~ Strategy 3
and tsearchn

Pt. 1 1 0.35-10°  0.35-10°  0.82:10°
Pt. 2 1 0.82:10°  0.82-10°  0.93-107°
Pt.3 1 0.55-10°  0.55-10°  0.79-107°
Pt. 4 16 0.59-10°  0.72-10°  0.15-107°
Pt.5 19 0.18-10° 0.26:10°% 0.22:10°
Pt. 6 28 125-10°  1.32-10°  0.05-107°
Pt.7 28 0.47-10°  0.71-10°  0.95-107°
Pt. 8 275 0.88-10°  0.51-10°  0.42-107°
Pt.9 343 0.23-10°  0.35-10°  0.02-107°

Strategy 1 is expected to be dominant in accu-
racy reaching, since heavy computations are made
to find the proper 7D cell. In strategy 3, extension
of the local space is made and more knots in
skewed space are taking into account to have influ-
ence on error approximation in such point. It al-
lows avoiding the heavy computations as Delanuay
procedure is. It was expected accuracy to be worse
and hopefully near to the accuracy of strategy 1.
Surprisingly, strategy 3 gives the best results for 6
of sampled points, reaching the smallest position
deviations and the best results for 4 of the sampled
points, reaching the smallest orientation deviations.

Strategy 2 has the best computational time in
all cases, since no Delanuay procedure is taken and
the smallest number of knots needed to be taken
into account. In the Table 5 ratios between com-
putational times of strategy 1 and strategy 3 over
strategy 2 are given. For “good” points, strategy 1
spends 8.7-11.4 times more computational time
than strategy 2. For “bad” points, this ratio is be-
tween 182.9 and 3825.0. That shows that searching
for proper cell is practically impossible in 7D.

Strategy 3 spends 2.3-106.2 times more com-
putational time than strategy 2 and it depends on
the number of neighbor cells taken into account.
Most of computational time is spend to calculate
the actual coordinates of the knots, so it could be
reduced using strategy for cashing the actual coor-
dinates of the knots.

Table 5

Computational time

Number of  Ratio-computational time =~ Number of
callings neighbor
Delaunayn Strategy 1 Strategy 3 ol taken in
and tsearchn over over Strategy 3
Strategy 2 Strategy 2

Pt. 1 1 114 2.3 2

Pt.2 1 114 53 4

Pt. 3 1 8.7 13.7 16

Pt. 4 16 182.9 247 32

Pt.5 19 196.9 7.2 8

Pt. 6 28 352.1 113.0 128

Pt.7 28 411.2 275 32

Pt. 8 275 3317.6 51.0 64

Pt. 9 343 3825.0 106.2 128
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CONCLUSION

The comprehensive calibration procedure for
3 DOF robotized machine is implemented and its
results are verified. To extend this concept to cali-
bration model for 7 DOF robotized machine, the
most computational time consuming step is identi-
fied and ideas for avoiding it in 3D are explored,
from aspect of level of losing the needed accuracy.

Calibration procedure is extended for 7 DOF
machine and all functions are created, including
the new kinematic model. All 61 geometric errors
are taken into account. Simulation is done and 9
sample points are tested.

Finding the proper cell in skewed 7D space is
extremely time consuming and should be avoided.
For given 7D point with desired coordinates in ma-
chine space and predefined tolerance, default cell
is found using bisection method and all neighbor
cells are determined if the point is critical (strategy
3).

This way, for critical points, wider local space
is used to calculate error approximation polynomi-
al coefficients. That lead to better approximation of
such coefficients and results with smaller position
and orientation deviations even in comparison with
the deviations obtained in strategy 1, where always
proper cell is found and only the knots of that cell
influence on the interior point error estimation.

This strategy allows avoiding the heavy com-
putations to find the proper cell, without significant
lose in accuracy, if any.

Its computational time is predictable and in
worst case is 128 times computational time of stra-
tegy 2. It could be additionally reduced if actual
coordinates of the knots are cashed, which makes
this strategy conducive for real time implementta-
tion of calibration procedure for a 7 DOF robot
manipulator.
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Abstract: Windis free, clean, and renewable source of energy and is fast becoming a desired alternative to
conventional energy resources such as fossil fuels. That is why more and more countries are intensifying their efforts
in wind energy research and harnessing. Among other wind characteristics, wind speed is crucial for planning, de-
signing and operating wind energy systems. This is the reason for much research in the field of wind speed modelling
and prediction. There are many research papers dealing with the problem of forecasting the wind speed, which re-
quires special attention because of time-varying, stochastic and intermittent nature of wind. It has been shown in lit-
erature that among the many proposed models for wind speed prediction, the models based on soft computing tech-
niques such as artificial neural networks, neuro-fuzzy inference systems and machine learning are superior in terms of
approximation accuracy. While there are many neural models for wind speed prediction that deploy different learning
methods, and there are many hybrid models based on fuzzy logic, neural networks and genetic algorithms etc., the re-
search conducted in this work has shown that practically there are no neural models based on relevance vector ma-
chine and no neuro-fuzzy models that apply RVM learning mechanism, which is state of the art technique. This paper
presents possibly for the first time in literature a neuro-fuzzy model for wind speed prediction based on Vapnik’s sta-
tistical learning theory, Tipping’s relevance vector machine and Kim’s fuzzy inference system. The model is a fuzzy
inference system of a Tagaki-Sugeno type that relies on extended relevance vector machine for learning its parame-
ters and fuzzy rules. The wind speed is modeled by means of available meteorological data such as total solar radia-
tion, ambient temperature, humidity, atmospheric pressure, etc. The performance of the model is validated through its
performance index and compared to other fuzzy and neural models for wind speed prediction. The simulation results
show clearly that the model possesses excellent features and the best performance in terms of accuracy.

Key words: wind speed prediction; neuro-fuzzy modelling; extended relevance vector machine; kernel function;
relevance vectors

HEBPO-®A3U MOJEJI 3A TIPEABAUAYBAIE HA BP3UHATA HA BETEPOT
BA3BUPAH BP3 CTATUCTHYKA TEOPUJA HA YUYEIHLE

AmcTpax T Berepor e OecrateH, 4ucT U OOHOBIMB M3BOP Ha €HEPrHja U Op30 MpepacHyBa BO MOCaKyBaHa
aNTepHATHBA HAa KOHBEHL[MOHAIHUTE U3BOPH HA SHEPruja KaKko LITO ce (POCHIHUTE rOpHBa. 3aToa C& MOBEKe 3eMju T
MHTEH3UBHPAAT HAMOPHUTE BO HACOKA HAa MCTPAXXyBame M HCKOPUCTYBAE HA CHEprujaTa Ha BeTepoT. Mely apyrure
KapaKTePUCTHKH Ha BETEPOT, HEroBaTa Op3uHATa ¢ KIy4HA NPU IUIAHUPAKBETO, AN3ajHUPAKETO U HCKOPUCTYBAHETO
Ha BeTpoeHepreTckure cucremu. OBa € MpUYMHATA 32 MHOI'YOPOJHHTE HCTPaXKyBamba BO 00JacTa Ha MOJCIUPAE U
npeABUyBalke Ha Op3uHATa Ha BeTepoT. ['osem Opoj HayuyHH TPYAOBH C€ 3aHHMaBaaT CcO MpoOiIeMaTHKaTa Ha
npeBHIyBambe Ha Op3MHaTa Ha BETEPOT, Koja 0apa OrpoMHO BHUMaHHE HOpaIi BPEMEHCKH MPOMEHIMBATA, CTOXAC-
TUYKa U MHTEPMHUTEHTHa NPHPOJa Ha BeTepoT. Bo nureparypara € mokaxaHo Jeka Mely MHOTIYTEe MpPEeIOKEHH
MOJIENH 3a TIPEABHAYBake Ha Op3MHATA HA BETEPOT, MOJAEIUTE OasHpaHu BP3 MEKHUTE KOMI[YTEPCKH TEXHUKHU, KaKO
LITO C€ BEIITAYKATE HEBPOHCKU MPEXKH, HEBPO-(Pa3u-UHPEPSHTHUTE CUCTEMH M MALIMHCKOTO YUYCHe, Ce CYIepHOPHU
Ol aCIeKT Ha TOYHOCTa HA MpeIBHAyBamara. Mako MOCTOjaT MHOTY HEBPOHCKH MOJCIM 3a MPCIBHUAYBABC Ha
Op3vHaTa Ha BETEPOT KOW MPUMEHYBaaT pa3InuHi METOIH HAa YUCHE M MHOTY XHOPUAHU MoJenu 6a3upanu Bp3 Gazu
JIOTMKA, HEBPOHCKH MPEKH, T€HETCKH aJl'OPUTMH UTH., CIIPOBEICHOTO UCTPaXKyBarme BO OBOj TPYX IOKaXyBa JeKa
NPAaKTUYHO HE MOCTOjaT HEBPOHCKH MOJAEIH Ga3upaHH BP3 PENCBAHTHOCTA HA MEXAQHH3MOT Ha BEKTOPHUTE M HEBPO-
(asu-mMoenute kou npuMeHyBaar MBP MexaHu3Mu Ha yueme, KO ce CMeTaar 3a HajCOBPEMEHH TeXHUKH. Bo 0BOj
TPy, MOXeOU 3a MpBHAT BO JMTEpaTypara, € MPeTCTaBeH HEeBpo-(ha3u MOAEN 3a MpeABHIyBalmbe Ha Op3uHATa Ha
BeTepoT Ga3mpaH Bp3 CTATUCTHYKATa TEOPHja HAa yuere Ha BamHHK, MEXaHM3MOT Ha BEKTOPH Ha PEICBAHTHOCT Ha



46 E. Lazarevska

Tunusar u ¢asu-nornukuor cucreM Ha Kum. Mopgenor e ¢asu-noruuku cucrtem oj tunot Taraku-CyreHo koj ce
MOTIIMpa Ha MPOLIMPEH MEXaHM3aM Ha BEKTOPU Ha PEJICBAHTHOCT 32 y4eHe Ha mapamerpure U (asu-npaBuiata.
Bbp3uHara Ha BeTEpOT € MOAENMpaHa CHOpeJ JOCTAIHUTE METEOPOJIOLIKU IOJATOLM: BKYIMHO COHYEBO 3payee,
amMOHMeHTaIHA TeMIepaTypa, BIAKHOCT, aTMOC(EPCKH NPUTHCOK UTH. [lepdopmaHcuTe HAa MOZEIOT c€ BAIMIAMPAHU
MPEeKy HErOBHOT MHJCKC HA MepOpPMaHCH U Ce CIIOPEACHH CO APYrH (a3u U HEBPOHCKU MOJEIH 32 MPEeIBUYBabE Ha
Op3uHa Ha BeTepoT. PesynraTuTe of cHMynauujata jacHO TOKaXKyBaaT JeKa MOJENOT €€ OJIMKYBa CO OJUIMYHU
KapaKTEePUCTHKU U HYAU Hajao0pu nepdopMaHCH 0[] aClIeKT Ha TOYHOCTA.

Kayunn 300poBu: npesBuayBame Ha Op3UHA Ha BETEPOT; (ha3u-HEBPOHCKO MOJICINPARHE; MPOIIMPEH MEXaHH3aM
Ha BEKTOPH HA PEJIEBAHTHOCT; KepHel (DYHKIMja; BEKTOPH HA PEIEBAaHTHOCT

INTRODUCTION

The negative environmental impact of exces-
sive exploitation of fossil fuels and their depletion
have led to increased interest in renewable and cle-
an energy sources [1]. Wind is one such source due
to the fact that wind energy is free, environmental
friendly, and inexhaustible [2]. In order to meet the
highly increased energy demands caused by mod-
ern ways of living and reduce negative environ-
mental issues such as the global warming, more
and more countries are assigning a high priority to
wind energy harnessing [3]. As a matter of fact,
wind energy is now considered as the fastest grow-
ing source and this trend is expected to continue
[4].

The bottleneck of wind energy utilization is
the time-varying, stochastic, intermittent, and com-
plex nature of wind speed. It is well-known that
there is a non-linear cubic relationship between
wind speed and the power output of wind turbines
[5], which means that only a small deviation in
wind speed will result in a large deviation in wind
power output of the wind turbines. Therefore, it is
of utmost importance for wind energy systems to
accurately measure and estimate wind speed at a
given site [6—8]. Normally, engineers deploy ane-
mometers for measuring wind speed. However,
measurement of wind speed is considered the most
difficult among various climatological variables.
For one, in a wind farm multiple anemometers
must be used since the wind speed varies from one
wind turbine to another and for other, the masts for
mounting cup anemometers, which are the accept-
ed standard for resource assessment, inevitably be-
come much taller as wind turbines grow in size,
thus making the application of wind anemometers
much more expensive. The high cost of wind ane-
mometers discourages their widespread applicati-
on, which is why engineers replace wind anemo-
meters with digital wind speed estimators for broad
applications, such as in wind farms [9-10].

Many wind speed estimation methods are pre-
sented in the literature as of the present moment
[11-17]. They can be classified according different

criteria. One such classification is according to the
adopted prediction period. Different time scale ho-
rizons have been applied for wind speed prediction
ranging from several minutes to several days, but
all of them can be classified according to Table 1
[18].

Table 1

Different wind speed prediction horizons

Class Time scale Main application

Very short range A few seconds  Turbine active control

forecasting to 30 min

Short range 30 min Power system management,

forecasting to 6 hours energy trading
Medium range 6 hours Wind generator on/off deci-

forecasting to 1 day sion, operational security,

electric market purposes
Long range 1 day Unit commitment decision,
forecasting to 1 week maintenance scheduling

Another classification of wind speed predict-
tion models can be performed based on the applied
method, as is shown in Table 2.

The persistence is the simplest method for
wind speed prediction that is based on the assump-
tion of a strong correlation between present and
future values of wind speed. In other words, it as-
sumes that the future values of wind speed equal
the present value. Despite its simplicity, the model
is as good as any for short term predictions. Its ac-
curacy decreases rapidly with increasing prediction
time scale.

The numerical weather prediction (NWP) mo-
dels use mathematical models of the atmosphere
and oceans to predict the weather based on current
weather conditions. The complex mathematical
calculations involved in modern weather prediction
require super powerful computers, and yet, the
forecasting ability of NWP does not extend past
several days, due to the errors caused by the cha-
otic nature of the partial differential equations go-
verning the atmosphere.
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Table 2
Classification of Wind Speed Prediction Models
Persistence
Numerical
weather
o |prediction
© . Linear regression
© Regres.smn Least squares (LS)
o analysis . ’
" Nonlinear regression
Algebraic curve fitting
o Autoregressive moving
f Statistical average (ARMA)
. Autoregressive
Time-series integrated moving
o average (ARIMA)
° Bayesian model
- averaging (BMA)
= Grey predictor (GP)
Q
- Artificial neural
= |Soft networks (ANN)
o |computing  Support vector
= machines (SVM)
= Hybrid soft
computing
techniques

Present understanding is that this chaotic
behavior limits accurate forecasts to about 14 days
regardless how accurate the input data are and how
precise the model is.

Statistical prediction methods include regres-
sion, and time-series models. Regression analysis
is frequently used for prediction and forecasting, in
which domain its application substantially overlaps
with the field of machine learning. Some of the
most familiar methods are linear regression and or-
dinary least squares regression, which are consi-
dered parametric, in that the regression function is
defined in terms of a finite number of unknown
parameters that are estimated from the data. The
regression models define the relation between past
values of wind speed, as well as past and forecast
values of meteorological variables, and wind speed
measurements.

Along with the traditional forecasting met-
hods, soft computing methods can also be used for
wind speed prediction. Recent research works have
focused on artificial neural networks (ANN), and
support vector machines (SVM), which generally
produce superior approximation performance com-
pared to other forecasting techniques. The wind

speed models based on artificial intelligence tech-
niques, such as NN and SVM, belong to the class
of black-box models.

Hybrid models for short-term wind speed
prediction unite different modelling techniques and
approaches, such as NN and genetic algorithms
(GA), or NN and fuzzy inference systems (FIS).
Much more insight into different techniques for
wind speed prediction can be found in [19-21].

This paper presents a new approach to wind
speed forecasting based on fuzzy logic and neural
network techniques. The proposed neuro-fuzzy
model for prediction of wind speed is a fuzzy in-
ference system (FIS) with a learning mechanism
based on statistical learning theory and extended
relevance vector machines (RVM). The conducted
research has shown that there are less than few pa-
pers presenting wind speed forecasting using RVM
[22, 23], and none presenting a neuro-fuzzy model
of wind speed based on extended RVM. Reference
[22] proposes a neural model for a day ahead wind
speed prediction that utilizes relevance vector
learning machine. The algorithm combines Gauss-
ian kernel functions and polynomial kernel func-
tions in order to obtain mixed kernel functions for
RVM. The obtainned model is compared to other
neural models based on back propagation learning
algorithm (BP) and SVM and [22] claims that the
simulation results have shown that the RVM model
is more effective and robust and has better perfor-
mance in terms of approximation accuracy, simu-
lation and processing time, and model complexity
than the applied BP and SVM models. Reference
[23] proposes a RVM model based on empirical
model decomposition (EMD) to predict wind
speed. The EMD algorithm is used to decompose
wind speed signal in order to lessen the influence
of uncertainty and nonlinearity on the model. This
decomposition process results in a series of intrin-
sic mode functions (IMF) and RVM algorithm is
applied to each IMF to construct a partial predic-
tion model. The final prediction is obtained by su-
perposition of all partial prediction models ob-
tained for the IMFs. The authors in [23] claim that
this method gives better forecasting results in terms
of approximation accuracy that BP and RVM
models alone. The reasons for applying combined
fuzzy logic and neural network techniques for wind
speed prediction in this work are discussed below.

A NEURO-FUZZY MODEL FOR WIND SPEED PREDICTION

Very often the real-world problems are ex-
tremely non-linear, or time-varying, or too com-

Ciiuc. Enexutupoitiex. Hne. Texnou., 23 (1-2), 45-55 (2016)

plex all together to be described with precise
mathematical means. In addition, they might be
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unfamiliar, uncertain, imprecise and/or vague. In
all those cases, the conventional modelling tech-
niques do not perform well and other approaches
are needed in modelling such systems. Fuzzy logic
and artificial neural networks are two scientific
fields that provide unconventional modelling tech-
niques proven to be very important and successful
tools for modelling this kind of systems. The fuzzy
logic models alone, called fuzzy inference systems
(FIS) are very effective tools for modelling of
nonlinear dynamic systems, but they have limita-
tions. Their main disadvantages are lack of adapta-
bility to different structural or behavioral changes
in the modelled system and difficulties with ex-
tracting the necessary and accurate knowledge for
building the rule base. On the other hand, the arti-
ficial neural networks (ANN) possess an inherent
ability to adapt their parameters to changing con-
ditions within or around the modelled system and
automatically acquire the necessary knowledge.
However, despite many of their advantages, ANN
still have a number of weak points such as lack of
interprettability, difficulties in choosing the num-
ber of hidden units, the problem of over-fitting etc.
In order to overcome the disadvantages of the two
modelling techniques, and to emphasize their ad-
vantages, Jang has proposed a hybrid neuro-fuzzy
model, which acquires its knowledge from a given
input-output data [24]. These models have been
actively investigated and applied since [24-27].
The integration of learning capabilities of ANN
and transparency of FIS results in a hybrid intelli-
gent system capable of human-like reasoning,
which learns its fuzzy if-then rules by some kind of
learning algorithm from the field of ANN. How-
ever, the established classic and reliable ANN
training methods have number of weak points, the
existence of local minima solutions being one.
Thus, further research has been conducted and dif-
ferent learning approaches have been attempted. A
major breakthrough has been achieved by the ad-
vanced learning method for classifycation and re-
gression called support vector machine (SVM),
developed within the area of statistical learning
theory [28]. Because of its excellent performance

in various applications, SVM has been widely ac-
knowledged as one of the leading machine learning
techniques. The main advantages of SVM learning
method are that it possesses a very efficient
mechanism for avoiding the over-fitting problem
of ANNSs, has proven itself to be a very good ap-
proximation tool, and is known to produce fairly
sparse models. Yet, despite its widespread success,
SVM still has some limitations. The main disad-
vantages of the SVM learning mechanism are that
the number of required SVs increases propor-
tionally with the size of the training data set, which
in turn increases its computational complexity, the
employed kernel functions must satisfy the Mer-
cer’s condition, and the SVM makes point predic-
tions rather than generating predictive distribu-
tions. In order to obtain the posterior probability
distribution of the output estimates in SVM, addi-
tional processing is required. To surpass the men-
tioned disadvantages of the SVM, Tipping has
formulated the relevance vector machine (RVM)
[29], which can be described as a probabilistic
model with functional form equivalent to SVM.
Compared to SVM, RVM has the following ad-
vantages: provides a full predictive distribution of
the output since it is fully based on the statistical
learning theory, performs generalization as well as
the SVM, the applied kernel functions do not have
to satisfy the Mercer’s condition, and it typically
employs significantly less kernel functions than the
SVM, i.e. acquires significantly greater sparseness.
To sum up, the RVM does not suffer from the
SVM limitations and disadvantages, and its gene-
ralization performance and accuracy are compara-
ble to the ones of the SVM with the advantage of
employing fewer kernel functions than the SVM.

The neuro-fuzzy model for wind speed pre-
diction presented here employs Tipping’s RVM
learning mechanism and is based on several excel-
lent papers [29-31]. As most modern neuro-fuzzy
systems, it is presented as a special multilayer
feedforward neural network. The obtained results
show a very good generalization feature of the ap-
plied modelling technique.

A BRIEF DESCRIPTION OF THE APPLIED FIS

The modelling of wind speed is based on the
available input-output data{xk, Vi };k =12,...N .
The FIS implemented for modelling these data, as
presented in [31], has the same structure as a Ta-
kagi-Sugeno (TS) fuzzy model [32]. The fuzzy IF-

THEN rules of this system have the following
form:

R': IFx, is Al and x, is A} and ---and x,, is A,

THEN f, =a,x, +---+a,x, +a,i=L1-n

, (1)
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and they represent the relationships between the
input x, and output y, of the modeled system.

The variable x; in (1) defines the j-th feature of
the k-th input variable x; , and at the same time it is
the j input to the fuzzy rules R’, A} are appropriate
fuzzy sets, a;; are consequent parameters, f; is the

output of the i-th fuzzy rule, n is the number of
fuzzy rules and M is the dimension of the input
data vectors (i=1,2,---,n; j=1,2,--,M).

The fuzzy sets A;- (i=1,2,...,m j=1,2,...,

M) in ordinary TS fuzzy models are represented by
their membership functions, which can belong to
any of the widely accepted conventional forms
(trigonal, trapezoidal, bell shaped, etc.). Here in
this paper, the fuzzy sets A; are represented by

kernel functions, which have the following Gaus-
sian form:

(xj—x;)2 ) i=12,--n
202 | j=12,---M

i

K(xj,x;)zexp -
@

The variable xl] in (2) is the center and 6 is
the variance of the Gaussian kernel function
K(xj,x;); (i=1,2,--,n; j=1,2,---,M). In gen-
eral, the kernel functions K (xj,x;) can be of many

different types, but the Gaussian kernel function

(2) has the advantage of allowing exact computa-
tion of its parameters, the center and variance. The
introduced kernel functions (2), in fact constitute
the Gaussian membership functions of the input
variables x; in the applied FIS.

The fuzzy IF-THEN rules of the presented
neuro-fuzzy model, which number is automatically
determined by the employed extended relevance
vector learning algorithm, have the following spe-
cific form:

R, :IF x, is K(xl,xi*l) and---and x,, is K(xM,x;W)
THEN f, =a,,x, +---+a,,x,, +a,,;i=1---,n

3)

where each kernel function K (x Jxl]) corresponds
to one fuzzy set, A;:K(xj,xl.]l). The function
K (x ]x,]) in (3) represents the grade of member-
ship of x; with respect to the fuzzy set A%, x; s

the j-th input to the fuzzy rules R', the kernel pa-

rameters x;; are relevance vectors (RV), and to-

i
gether with the kernel parameters ¢;; represent pa-

rameters of the antecedent part of the fuzzy rules,
f: is the output variable of the i-th fuzzy rule, a,

are parameters of the consequent part of the fuzzy
rules, the number of fuzzy rules » equals the num-
berof RVsand (i=1,2,---,n; j=1,2,---,M).

A BRIEF OVERVIEW OF RVM

A brief review of the most important features
of RVM is presented next, and it is based on sev-
eral distinguished papers [29, 30]. The input-output
relationship of a given data set of input-output
pairsD=1{x,.y,}: k=12,---,N, can be modeled by
RVM as a weighted sum of N appropriately cho-
sen basis functions (/ﬁ,-(x)= K (x,x,-):

F9=flow)= Dwklex). @

i=1
Equation (4) establishes the relationship be-
tween the scalar outputs {y }; k=1,2,---,N and
the input vectors x=1{x,}; k=1,2,---,N; the
model parameters w;in (4) are called as weights,
and the kernel functions K(x,x;) define one basis
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function for each example in the training data set
D. Learning the function f(x) means learning its

parameters, i.e. the weightsw;, and the fact that the

model (4) is linear in the parameters makes the
process of its learning easier.

The modelling process is done in a Bayesian
probabilistic framework, because of the presence
of noise and uncertainty in data in real world situa-
tions. So, it can be said that RVM is a Bayesian
approach to efficient estimation of the model (4)
parameters, i.e. the elements of the parameter vec-

tor w=[w, w,---w,|".It has the same functional
form as SVM, but it is not to be concluded that

RVM is a Bayesian version of SVM; it is rather an
independent method of its own.
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Assuming that the outputs of the modelled sys-

tem are noisy which can be expressed as follows
Vo= w)te s k=12 N, (5)
an explicit probabilistic model over the output
noise component ¢, is defined firstly. This model
is a Gaussian distribution with zero mean and vari-

ance o2,

pleJo?)=N(0.02). ©)

Then, it follows that the probability distribu-
tion of the output y, over the input data is

p(yk|xk,w,0'2)=N[f(xk,w),az]. @)

The mean and the variance of this Gaussian
distribution are f(x,,w)and 6%, respectively. For

independently generated examples of the training
data set, the likelihood of the complete data set is
given by

P(Y|W,O'2)= p(y|x, W,O'2)=

-1
exp[%‘_2 ||y - (I)w"2 J . (8)

(2750' : )N

The matrix ®in (8) is a design matrix of di-
mension N xN, and N is the number of training
data; wis parameter vector of dimension N , and
its elements are chosen to maximize the likelihood
(8). The number of model parameters in (4) equals
the number of training examples N, which yields
severe over-fitting. This can be avoided, and the
number of parameters in (4) can be limited, by in-
troducing an explicit prior probability distribution
over w of the following form:

€))

The imposed constraint on model parameters
(9) is a zero-mean Gaussian distribution with a
variance l/a, a=[a, a, a,|" being the ap-
propriate vector of N new parameters. The pa-
rameters ¢, are called as hyperparameters, and by

adjoining independently each hyperparameter with
one of the weights, they moderate the strength of
the prior by controlling the inverse variance of the
associated weight. The adopted Gaussian distribu-

tion of the prior in (9) indicates that smaller
weights are a priori more probable, and leads to
smoother and less complex models, thus encoding
the preference for smoother (simpler) models into
the learning algorithm.

Although the model (4) already possesses too
many parameters, the addition of N new parame-
ters does not impose additional problem, since dur-
ing the learning process based completely on the
Bayesian probabilistic framework, many of the

hyperparameters ¢; become extremely large,

which in turn leads to very small values for the
appropriate weights w; . As a consequence, the cor-
responding terms of the sum in (4) are eliminated
as irrelevant. In this way, the number of parameters
of the model (4) is drastically reduced, which leads
to the desired sparseness. The RVM learning pro-
cedure is extremely effective in selecting only the
relevant basis functions leading to good generali-
zation.

In addition to the prior distribution overw,
hyperpriors over the hyperparameters o and the

noise variance o> must be defined as well, which
is done by assuming a Gamma distribution as fol-
lows.

N
=|1G a|a,b
p(a) El[ amma( ,|a ) . (10)

p(B)= Gamma(ﬁ|c,d); B=0"2

The introduction of hierarchical priors over
the parameters of the model w, the hyperparame-
ters o, and the noise variance o°, is a crucial fea-
ture of the relevance vector machine which ulti-
mately results in desired sparse models. By fixing
the parametersa,b,c, and din (10) equal to zero,
the hyperpriors become uniform over a logarithmic
scale, which has a very pleasing consequence that
the model output does not depend on the measure-
ment units of the training output data.

Having introduced all the priors, including the

priors over w and the hyperpriors over o and o2,
and following the Bayesian framework, for each
given input datax, , a correct prediction of the cor-

responding output y, is performed:

p(ﬁkIY)=fp(ﬁklwvavaz)-p(w,a,02|y)dwdad02,
(11)

where p(w,a,0'2|y) is the posterior probability dis-

tribution over all unknown model parameters w,
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y, o, o’ )p(a, 0'2|y). (12)

plw.a,07y)= plw

The weight posterior distribution

p(w|y, a, 0'2)

can be estimated as
p(w|y,a, 0'2)= N(w|u,2)=

= (27[)7%|Z|% exp{ —(wop) =7 (w- H)},

2
(13)

r= (0"2(I>T(I>+ A)_l, A =diag(a,, @, ...y ),
(14)

n=0"’xd'y, (15)

where ¥ and pare the covariance and mean of this

weight posterior distribution, respectively. It
should be noted that x; —0 whenever @; — .

Unfortunately, the posterior distribution

pla.oly)

of the hyper parameters cannot be computed ana-
Iytically and must be approximated, which leads to
maximization of

pla.c’ly)e pbja.o? plalplo?)  (16)

with respect to a and o”. In case of uniform hy-
perpriors only the term p(y|u,62j with covari-

ance C, known as marginal likelihood,
N 1 1
2 - L Tl
p(y|a,0' )—(275) 2|C| 2exp[ 2y C y) a7
C=0c1+DA'®"

needs to be maximized, which is named as type-II
maximum likelihood method [33].

The optimal values of ¢; and o”that maxi-

mize the marginal likelihood (17), i.e. its logarithm
with respect to the hyperparameters ¢, , cannot be

obtained in a closed form. Instead, they are com-
puted iteratively [34]

o ly-@nf’

new N _ Z% :
(18)
The parameter g in (18) is the i-th posterior

i,new ii?

_Yi. ., _
o ——2, 7,.—1—042

mean weight from (15), X¥;is the i-th diagonal
element of the posterior weight covariance in (14),
computed with the current values of parameters a
and o”. Each parameter 7, e [0,1] can be consid-

ered a measure of how well its corresponding pa-
rameter w; is determined by the given training

data. For large values of o, %; ~a; 'and it fol-
lows that y; =0. On the other hand, when ¢; is
small, ¥; =1 and w; fits the data. It should be noted

that N in the denominator of (18) refers to the
number of data examples and not the number of
basis functions.

The RVM learning algorithm is of an iterative

2

type. The parameters ¢; and o~ are repeatedly

estimated every iteration step until the desired
convergence criterion is achieved. At the same
time, at each step of iteration the newly calculated

values for «; and o’ are used for updating the
posterior statistics £ andp. During this iteration

process, many of the hyperparameters become very
large approaching infinity, which indicates that the

appropriate posterior distributions p(wi|y,u,0'2j

become very large at zero. This further means that
the adjacent weights w; are zero with a posteriori

certainty. The zero valued weights result in prun-
ing the corresponding basis functions in (4), thus
reducing considerably the number of model pa-
rameters. The vectors from the training data set
associated with the remaining nonzero weights are
called the relevance vectors (RV).

THE STRUCTURE OF THE FIS WITH EXTENDED RVM

The structure of the neuro-fuzzy system is
shown in Figure 1. It represents a neural network
with six different layers. The first layer is called
the input layer. It consists of nodes that represent
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the input variables to the model. There is one node
in this layer for each input variable. Thus, the input
layer has a total of M nodes, M being the number
of elements in the training input vector
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X, =(x,,,%,,,*, %, ). This layer has the sole role

of transmitting the upcoming input data to the sec-
ond layer. It does not perform any operations over
the training input data.

The second layer is the fuzzification layer,
since it performs fuzzification over the training
input data by projecting the input space into a
high-dimension feature space. This nonlinear pro-
jection is defined by the chosen kernel functions.
Each node in this layer has exactly M inputs,
M being the dimension of the input vector
X, = (X1, X5, " Xz ), i-€. the number of nodes in

the input layer. The second layer consists of n
nodes that represent the adequate kernel functions.
These kernel functions are not required to satisfy
the Mercer’s condition as in the case of SVM
learning mechanism. Therefore they can have a
different shape: triangular, trapezoidal, bell, Gaus-
sian, polynomial, Fourier series etc. The neuro-
fuzzy model in Figure 1 uses the Gaussian kernel
functions defined by (2). The choice of Gaussian
kernel functions is very convenient because their
parameters can be learned easily and computed
precisely.

Layerl Layer2 Layer 3 Layer 4 Layer 5 Layer 6

___________ . —_———

LU P

___________________

Fig. 1. The structure of the neuro-fuzzy model
used for modelling the wind speed

From the fuzzy modelling perspective, the
terms in (2) can be interpreted as follows: x; is the
j,x;;) is the
membership function ;= u,; (x j) of the j-th

j-th input to the fuzzy model, K (x

fuzzy inputx; with respect to the i-th fuzzy rule,

*

ij
premise parameters of the corresponding fuzzy

the parameters x; and 6; of K (x j,x;-kj) are the

rule, M is the number of fuzzy inputs to the neuro-
fuzzy model, and the number n of kernel functions
K (x j,x;;) is the number of fuzzy rules, i.e. the num-
ber of nodes in the second layer. Because of the
Gaussian shape of the selected kernel functions,

the membership functions of the antecedent part of
the fuzzy rules are Gaussian membership func-

*

tions. From the RVM prospective, the center x;

of K (x j,x;kj) is a relevance vector, the variance 6,

i.e. the width of the Gaussian kernel, is a kernel
parameter, and nis the number of relevance vec-
tors.

The third layer can be called as the rule layer,
since a node in this layer generates the IF part of
each fuzzy rule. The nodes in this layer can be
called as the rule nodes, accordingly. This layer
has n nodes, one for each fuzzy rule, and they
compute the firing strength of the associated fuzzy
rules. For each node the following T-norm operator
is used:

K(x x*); i=1,2,--, n.

Xy

—I=

K(x,x'.*)z

1

~.
I

(19)

The vector x; =(x;1,%j2,.-, X7 ) 10 (19) repre-
sents the i-th input vector to the model of dimen-
sion M , and X; =(x}},X/,....x;5;) is the RV of the i-
th input vector. Instead of the product of mem-
bership functions in (19), any other T-norm op-
erator could be used to perform the fuzzy AND
operation. The first three layers in Figure 1 belong
to the antecedent part of the FIS. The next layers
belong to the consequent part of the FIS.

The fourth layer is the normalization layer. It
consists of n nodes and each node performs nor-
malization of the firing strength of the associated
fuzzy rule. This normalization is done with respect
to the sum of the firing strengths of all the fuzzy
rules, and the output of each node in this layer is
the normalized firing strength, i.e. weight f; of the
corresponding fuzzy rule, computed as the fol-
lowing ratio:

/;:M i=1,2,-,n. (20)

>

ZK(X,Xj)

=

Each node i in the fifth layer calculates the
product of the normalized weight g; for the i-th

J. Electr. Eng. Inf. Technol.1 (1-2), 45-55 (2016)



A neuro-fuzzy model for wind speed prediction based on statistical learning theory 53

rule and the local output variable f; of the fuzzy
system. The output variables v; of the nodes in this
layer are:

v, =p.f; ::Bi(anxil T ay Xy +ai())‘
21

The parameters (a;o,a;1,ay,) in (21) can
be called as consequent parameters, since they rep-

resent the parameters of the consequent part of the
correspondent fuzzy rules.

The sixth and the last layer is the output layer.
The single node in this layer computes the overall
output f(x) of the neuro-fuzzy model as the sum

of all incoming signals,

Fx)=> 57 22)
i=1

The structure of this adaptive neural network
is not unique. For example, last two layers can be
easily combined to form one defuzzification layer,
which computes the overall output f(x) of the
neuro-fuzzy model using the center of gravity de-
fuzzification method. Similarly, the third and the
fourth layers can be combined together as one
layer, to obtain an equivalent five layers neural
network, as in [31].

The system in Figure 1 performs system op-
timization and generalization simultaneously. The
number of fuzzy rules and the parameters of the
membership functions are generated automatically
by the extended relevance vector learning machine
algorithm [31]. The parameters of the kernel func-
tions are adjusted by the gradient ascent method
(GAM) [31]. The coefficients in the consequent
part of the fuzzy rules are determined by the least
square method (LSE) [31].

MODELLING AND SIMULATION RESULTS

The neuro-fuzzy model for wind speed pre-
diction was built upon the available meteorological
data for Mauna Loa (MOA), Hawaii, US, for year
2015, available at [35]. The measured input-output
data points were randomly permuted and divided
into two sets — training and evaluation data. The
proposed neuro-fuzzy model for wind speed pre-
diction was built and evaluated on 10 such ran-
domizations between training and test data con-
taining 3% and % data points, accordingly. After
training with the training data set, 48 relevance
vectors were generated, thus yielding a neuro-
fuzzy model of wind speed with 48 fuzzy rules.
The learning algorithm of the FIS with extended
RVM according to [31] is shown in Figure. 2.

The output of the neuro-fuzzy model for wind
speed forecasting with the obtained relevance vec-
tors is shown in Figure. 3, compared to the actual
measured output. It can be easily seen that the mo-
del output practically coincides with the measured
output.

In order to evaluate the performance of the
built neuro-fuzzy model for wind speed prediction,
the root mean square error (RMSE) of the model
output y,__..1s calculated

P1 :\/ii(y;;al Sl @

i=1
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It is compared to several unconventional mo-
dels based on Sugeno-Yasukawa fuzzy identificati-
on [36], and extreme learning machine ELM [37],
and the comparison results are shown in Table 3.

Vparametf:rs 0. the rate ng of learning of 0y

r “

2. Compute the statistics p, £ and p(wly,a,62) according
to (13)-(15)

3. Update o;, c2according to (18)

r ~

4. Update the kernel parameters 0y using GAM such that
the log of (17) is maximized

5. Repeat step 2 through 4 until the chosen convergence
criterion is satisfied

6. Find the RVs and complete the structure of RVM

r ~

7. Estimate the parameters a; of the consequent part of
the fuzzy rules by using the LSE method

\ V,

Fig. 2. The learning algorithm of the neuro-fuzzy model
with extended RVM
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Fig. 3. The output of the neuro-fuzzy model for wind speed
prediction with relevance vectors, compared
to the actual measured output.

Table 3

Comparison of wind speed prediction models
obtained by different modelling techniques

Model RMSE
Position type fuzzy model 0.40438
Position-gradient type fuzzy model 0.33537

Neuro-fuzzy model based on extended RVM  0.103649
NN model based on ELM 0.162942

CONCLUSION

The simulation results proved the built FIS
very effective in modelling the wind speed. The
main advantages of the RVM learning algorithm
are: the ability to provide accurate prediction
model with fewer basis functions, automatic esti-
mation of “nuisance” parameters, and the facility
to utilize arbitrary basis functions.

Acknowledgment; The meteorological data used in this
research are part of the meteorology measurements from
NOAA/ESRL/GMD, where NOAA stands for National Oce-
anic and Atmospheric Administration, ESRL stands for Earth
System Research Laboratory and GMD stands for Global
monitoring division. They can be accessed at National Renew-
able Energy Laboratory NREL web-site [35], which is oper-
ated for the US Department of Energy by the Alliance for
Sustainable Energy LLC.
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A bstrac t In this paper, we study two schemes for the fair resource allocation in wireless powered
communication networks (WPCNs): a non-orthogonal multiple access (NOMA) scheme, and a proportional fair (PF)
scheduling scheme. The considered WPCN consists of a base station (BS) that broadcast radio frequency (RF) energy
over the downlink, and N energy harvesting users (EHUs). If NOMA is employed, all EHUs concurrently transmit
information over the uplink with successive interference cancellation employed at the BS. If PF scheduling is
employed, a single EHU is selected for uplink transmission in each frame. For both schemes, we arrive at optimal
allocations for the BS transmit power and the time sharing between uplink and downlink transmissions that maximize
the uplink sum-rate, while maintaining high level of system fairness. For the PF scheme, we also derive the optimal
scheduling policy. Compared to the state-of-the art schemes based upon time division multiple access (TDMA), both
schemes significantly improve the system fairness at the expense of minor (or nonexistent) rate degradation.

Key words: energy harvesting; wireless powered communication networks; non-orthogonal multiple access;
successive interference cancelation; proportional fair scheduling

BE3’KMYEH ITIPEHOC HA HHO®OPMAIIJA U EHEPT'HJA
CO ITPABUYHA PACITPEJEJBA HA PECYCPCH

A ncrtpakT: BooBoj Tpya ce mpoydeHu JBe memH 3a ¢ep pacnpenenda Ha pecypcute Bo 0€3:KHYHO HAIOjy-
BaHHU TeneKkoMyHukanucku Mpesxxu (WPCN): mema co He-opToronaneH nosekekparet npucran (NOMA) u mema co
nponopuuoHanto onciayxysame (PF). Bo pasrinenyBanata mpexa 0a3Hata cTaHHMIA eMHUTYBa paano(peKBEHIIUCKO
3paderhe KOH MOBEeKe KpajHH KOPUCHHIM, KO ja npudakaaT eHeprujaTa oj Toa 3pauerme. AKO ce MPUMEHH IieMaTa
NOMA, cute KpajHU KOPUCHHUIIM HCTOBPEMEHO IpakaaT HHpOpMalija KOH Oa3HaTa CTaHMIA, a Taa BPIIHU ITOCIEA0Ba-
TEJIHO IOHUINTYBambe HA MHTEpQEepeHIrjaTa NpeAN3BUKaHa Ol IPUMEHHUTE CUTHAIM. AKO ce npuMenu memara PF,
camo eJHa n30paHa CTaHHIA BO €I€H MOMEHT Mpaka nH(opMalrja KOH 0a3HaTa CTaHHIA. 3a JBETE LIEMH € Onpe/e-
JIeHa ONTHMaJHA pacipeseba Ha W3Je3HAaTa MOKHOCT Ha 0a3Harta CTaHHIA M ONTHMaJHa pacriperneibda momery Bpe-
MUBbATa 32 IpaKkamke HHpOpMalKja U eHeprujaTa, co Lel Ja ce MaKCHMHUpa BKYIIHATa MOAaToYHa Op31uHa KOH 0a3HaTa
CTaHMIIA, a HICTOBPEMEHO JIa Ce 3auyBa NPUHIMIOT 3a (ep HCKOPUCTYBambe Ha CUCTEMCKHTE pecypcu. Bo ciyuajor Ha
memata PF, ucTo Taka e omnpezelieHa Imojucara 3a ONTHMAIIHO OICIyXyBame. Bo criopenba co mo3HaTute meMu co
BPEMEHCKH OpTOroHaieH mnosekekpareH npuctan (TDMA), nBete mpeayoKeHH MIEMH 3HAYUTENHO ja MoJo0pyBaat
PaMHONpPaBHOCTAa Mely KpajHUTEe KOPHCHHIM, HA CMETKAa Ha HE3HAYMTEIHO HAMalyBame Ha BKYIHATa IOJATOYHA
Op3uHa KOH Oa3HaTa CTaHHILA.

Kayuynu 360poBu: npudakame eHepruja; 0e3:xnuuo HarojyBaHu TejaekoMmyHukauucku mpexu (WPCN);
HEOPTOrOHAJICH MOBEKEKPATEeH MPHCTAIT; [OCICIOBATEIHO MOHUIITYBAkE HA HHTEp(epeHLHja;
IIeMa co MPOMOPLHOHAIHO onciyKyBame (PF)

INTRODUCTION sible. Typically, the major concern for these devi-

ces is battery life and replacement. Applying ener-

Recent advances in ultra-low power wireless gy harvesting techniques to these devices can sig-
communications and energy harvesting (EH) tech- nificantly extend battery life and sometimes even

nologies have made self-sustainable devices fea- entirely eliminate the need for a battery [1, 2].
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However, energy harvesting from the environment
(such as, solar or wind) may not provide a stable
and continuous power supply to the communicati-
on system. Instead, energy may be harvested from
a radio frequency (RF) radiation from dedicated
power sources. Therefore, the RF energy harves-
ting has emerged as a revolutionary technology for
the energy-constrained wireless networks, such as
the sensor and ad hoc networks [1-3].

Networks of nodes that utilize both informati-
on transmission and energy transmission are
known as wireless-powered communication net-
works (WPCNs) [4-6]. The design optimization of
WPCNs so far typically focuses on maximization
of the sum-rate over the uplink, which is a spe-
ctrally efficient method, but yet biased and unfair
in terms of resource sharing among the EHUs. In
particular, due to the large-scale fading, the EHUs
at closer distances to the BS can transmit at much
higher rates compared to the more distant EHUs.
Thus, conventional sum-rate maximization allows
only EHUs close to the BS to achieve a much
higher aggregate rate compared to the cell-edge
EHUs.

In order to tackle this issue, this paper propo-
ses two different schemes that facilitate fair resour-
ce allocation in the WPCNs: (a) non-orthogonal
multiple access (NOMA), and (b) proportionally
fair (PF) scheduling. When NOMA is employed,
all network users simultaneously transmit their
codewords towards a common receiver, which dec-
odes them by successive interference cancellation
(SIC) [7-9]. [10] solves an weighted sum-rate
maximization problem in order to derive achi-
evable rate regions and compares the performances
between the approach with joint resource allocati-
on and the one when only optimal time allocation
is considered. On the other hand, PF scheduling is
widely applied to today’s conventional cellular
systems [11]. In the context of EH communicati-
ons, [12] determines the optimum offline resource
allocation on an EH downlink [13] studies uplink
sum-rate maximization with short-term energy har-
vesting and the applicability of a proposed subopti-
mal online algorithm, while [14] studies uplink
sum-rate maximization with long-term energy har-
vesting with a complex battery model and proces-
sing cost.

In this paper, we study WPCN that employs
short-term energy harvesting with a simple battery
model. For both of these schemes, by solving a
sum-rate maximization problem we derive the ex-
pressions for optimal allocations for the BS trans-
mit power and the time sharing between the uplink

and downlink transmissions. For the PF scheme,
we also derive the optimal online scheduling po
licy.

SYSTEM AND CHANNEL MODEL

The WPCN is assumed to operate in a random
fading environment, consisting of a base station
(BS) and N EHUs, all equipped with a single an-
tenna. The EHUs are equipped with rechargeable
EH batteries that store the harvested energy. Let
the time be divided into epochs of equal duration
T . Each epoch is subdivided into two consecutive
phases: an EH phase, during which the BS broad-
casts RF energy to the EHUs, and an IT phase
(Figure 1). In the case of the NOMA scheme, the
IT phase consists of multiple concurrent transmis-
sions from all the EHUs (Figure 2), whereas, in the
case of the PF scheduling, the IT phase consists of
a single transmission of the scheduled EHU (Fig-
ure 3). In epoch i, the duration of the EH phase is
7T, whereas the duration of the IT phase is (1 —
7)T. During the IT phase, the EHUs consume the
total amount of energy harvested during the
preceding EH phase.

_____ > Information transfer

<«— Energy transfer

BS
Fig. 1. System model
EH phase IT phase
BS EHU1-EHUN
< > < >
TT (1-T

Fig. 2. NOMA epoch
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EH phase IT phase
BS Active EHU
TT (1-9T

Fig. 3. Epoch with PF scheduling

The fading between the BS and EHU n
(1£n< N) is assumed to be stationary and ergo-
dic random process, which follows the block fad-
ing model (i.e. the channel is constant during a
single block but changes independently from one
block to the next). We assume that the duration of
each fading block is equal to 7, and coincides
with a single epoch. In epoch i, let the fading
power gain of the BSBS-EHU, channel be denoted
by x,(i). For convenience, the corresponding
downlink (BS-EHU,) and uplink (EHU,-BS)
channels are assumed to be reciprocal, although the
generality of our results is unaffected by this
assumption. These gains are normalized by the
additive white gaussian noise (AWGN) at the rece-
iver N,, yielding x, (i) = x,(i)/N,. The average
value of x,(i) is denoted by Q, = E[x,(i))I/N,,
where E[] denotes expectation. The BS is assum-
ed to control and coordinate the uplink and
downlink transmissions, and therefore is assumed
to to have perfect channel state information (CSI)
of all N fading links, {x, (i)}’ , in each epoch.
The transmit power of the BS in epoch i is
denoted by p,. We assume that the power of the

BS has to satisfy an average power constraint, F,,

(le. E[p;]1< P, ), and a maximum power cons-
traint, P, (i.e. 0<p, <P, ).

FAIR RESOURCE ALLOCATION

In the following subsections we derive ex-
pressions for the optimal BS transmit power and
the duration of the EH and IT phase for two scena-
rios: (a) when NOMA is employed in the WPCN,
and all of the EHUs transmit simultaneously over
the uplink; (b) when PF scheduler selects a single
EHU for uplink transmission.

Non-orthogonal multiple access

In case of NOMA, the harvested energy by
nth EHU is E, (i) =7n,x,({))N,p,7,T , where 7],

Ciiuc. Enexiupoivexn. Ung. Texnon. 1 (1-2), 57-65 (2016)

is the energy harvesting efficiency of n-th EHU.
Using the notations, we can obtain the transmit
power of n-th EHU during the successive IT phase
inepoch i as

E, () _n,x,(O)Nyp7;

BO=aT o™ 1o

(D

On the other hand, the rate of n-th EHU, de-
noted by R (i), depends on the decoding order at
the BS. Without loss of generality, we enumerate
the EHUs according to the order od increasing
average fading gains (i.e. Q,<Q, <...<Q, ).

Given 7,, P (i), Vn, the n-th EHU in epoch
i transmits a Gaussian distributed codeword (com-
prised of infinitely many symbols during the time
(1-7,)T . The actual achievable rate of n-th EHU,

Vn,in epoch i is given by

b, (D)x, (i)
n—1 .

14D P (i)x,. (i)
k=1

R,(i)=(1-7,)log 1+ )

The decoding order of the proposed NOMA
scheme is based upon the long-term channel statis-
tics, with fixed decoding order at the BS that is
inverse to the distances of the EHUs from the BS.
Please note that, compared to the duration of a
single epoch, the time to decode information of all
EHUs at the BS (employing SIC) is negligible,
which is a reasonable assumption. The BS decodes
the EHUs’ codewords in the order N,N —1,...,2,1
and uses SIC: The EHU N is decoded first while
experiencing interference from the remaining
N —1 EHUs. The EHU N —1 is decoded second
while experiencing interference from EHUs
N-2, N-3,.21. Finally, the EHU with
smallest average fading power, the EHU 1 is
decoded last in the absence of interference. It is
worth mentioning that the decoding order does not
affect the sum-rate of the EHUs. It only affects the
value of the individual rates of the EHUs, and
consequently the system fairness.

Using (2) the average achievable rate of EHU
n, Vn, over M epochs is given by

B, (0)x, (i)

n-=1

1+ D P (i)x,. (i)
k=1
3)

i}

— 1 &
R, = lim — ) (1-7)log| 1+

Moo My
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Assuming M — o epochs we can formulate
the following sum-rate maximization problem:

N
Maximize ZR”
P Vi n=1

S.t.

1 M
Cl: — T. <P
M;pll avg

C2: 0<p,<P

C3: 0<7,<1, “)

where En is given by (3).

The solution of (4) is given by the following
theorem.

Theorem 1. The optimal BS transmit power,
pj, is given by

. {Pm, A< b(i) )

Pi = 0, otherwise,

The optimal duration of the EH phase 7, T , is

found as the root of the following transcendental
equation,

log(l + —b(ll)Pm“,f ‘i J + AP, =

— 7.
N (6)
b(i)P

max

-7, +b()P,, T,

max "1

where

N
b(i) = Ny D 11,%, (D). )

n=1
The constant A is found from

M

(IUIM)Y " p;T; =P, .

Proof: Please refer to Appendix A. ]

Proportional fair scheduling

We aim at determining an opportunistic sche-
duling policy that achieve proportional fairness in

the considered WPCN. Let the EHU s, be the

scheduled user in epoch i, which is selected
opportunistically from among the EHUs. The
remaining N —1 EHUs are silent (i.e. they neither
harvest energy nor transmit information). The

amount of harvested energy by EHU s, during the
EH period is given by

Esi (l) = ﬂsi'xsl.(i)N()piTiT’ (8)

where 77, is the energy harvesting efficiency of
the scheduled EHU, and x, (i) is the normalized

fading power gain of the channel between the
scheduled EHU and the BS. During the IT phase,

EHU s, spends all of its harvested energy, E, , for

5.0
1

transmitting information to the BS. In particular,

the EHU s, in epoch i can transmit a codeword of

duration (1-7;)T with an output power,

3 Es-i(i) _ﬂsixsi(i)Nopifi
S d-T)T (1-7)

P, (i) ©)

and an information rate 10g(1+PS.(i)x& (i)). The

actual achievable rate of the scheduled EHU s; in
that epoch is given by:

r () =(1-7)logll+ P, ()x, (). (10)

Let us now define the indicator variable

I ()= I, if n=y (11
= 0, if n#s,

denoting whether EHU n is activated or not.
Using (10) and (11) the average achievable rate of
EHU, over M epochs is given by

> 1 &, . .
R, A%OM;I"(;)Q(I). (12)

By definition, PF scheduling is aimed at
maximizing the product of the achievable rates of
all users, or, equivalently the sum of the logarithms
of the individual rates [12, 15]. Following this
approach, we aim at maximizing the objective

function Z;v:llog En and the PF optimization
problem is defined as follows:

N —_—
Maximize Zlog R,

Pyl (D) n=1

S.t.
1 M
Cl': — > pr.<P
M;pt i avg

C2': 0<p <P, .Vi

max
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C3:0<7,<1,Vi
C4’: I ,(i)e{0,1},Vi,n,

N
C5': D 1,()<1,Vi. (13)

n=l1

Theorem 2. The solution of (13) is given
by

s; = arg maxr”T(l). (14)
n R,
Moreover, the optimal allocations of the BS

transmit power and the duration of the EH phase
are respectively given by

e [Py a, ()>IR,
pr=gime 07N )
0, otherwise,
-1
% as.(i)Pmax 1
Ti =1— l. 1+
aSi (Z)I)IVMIX _1 as. (l.)i)lnllX _1
e
(16)

where a, (i) = Ny, x (i) . Note that W(-) denotes

the Lambert W function. The constant A is found
from (1/M)Y " p/7, =P

avg *

Proof: Please refer to Appendix B. |

NUMERICAL RESULTS

In this section, we provide simulation results
to complement the analysis above. Since Rayleigh

fading is considered, x;, (i) follow an exponential
distribution. The deterministic path loss is calcula-
ted as E[x,(i)]=10"D,*, where D, is the
distance of the n-th EHU to the BS. The pathloss at

a reference distance of 1 m is set to 30 dB, and the
pathloss exponent is set to & =3. We assume an

AWGN power equal to N, = 2-10"*W. Thus,
Q,=10"D*/N,. We consider that one half (i.e.
N/2) of the EHUs are placed at a distance of
D, =10 m, yielding to ©, =10° and the other half
(i.e. N/2) of the EHUs at a distance of D, =12.5 m
from the BS, yielding to Q_ =10°/2. The average

output power of the BS, P, , is set to either one of

vg ?
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the following values: 1 W and 2W. We set
P,..=5P and 77,=05 Vn. We consider

max avg

M =10’ epochs, and we depict the average
achievable rates for the EHUs for this simulation
setup. With these calculated average achievable

rates, En,Vn, we can calculate the desirable met-
rics-sum-rate and fairness index for this system.

Figure 4 depicts the sum-rate over the uplink
when NOMA or PF scheduling is employed in the
WPCN with respect to the number of EHUs and

the average BS power, P, . As a baseline we use

TDMA-based WPCN proposed in [16], where the
sum-rate is maximized by optimizing the durations
of the EH and IT phases and the BS output power.
It can be observed that NOMA achieves the same
sum-rate for the same number of EHUs as TDMA,
and PF scheduling achieves much smaller sum-rate
due to the selection of a single EHU for uplink
transmission in each epoch.

~H=— NOMA
=& PF scheduling
45| —8—ToMA

-
-
-
-
-
-

Achievable sum-rate (bits/symbol)

14 16 18 20

L 4 L
2 4 6 8

10 12
Number of EHUs

Fig. 4. Achievable sum-rate vs. number of EHUs

In Figure 5, we show the system fairness for
the schemes with respect to the number of EHUs
and the average BS power, P, . The system fair-

ness is described by the Jain’s fairness index, defi-
ned by [17]:

N e
QR
J(R,)=—"—, a7
N>R’
n=1

where En is the achievable rate, defined by (3).

Note that a higher value of J (En) indicates a hig-

her degree of system fairness. It can be observed
that both NOMA and PF schemes provide substan-
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tial fairness enhancement compared to the baseline
TDMA scheme.

Jain's faimess index

075

¥ NOMA

==#~ PF scheduling
= TDMA

07 L i L L L i

2 4 6 8 10 12 14 16 18 20

Number of EHUs

Fig. 5. System fairness vs. number of EHUs

The proposed schemes achieve greater fair-
ness for the same number of EHUs when the ave-

rage BS power F,, increases. On the other hand,

TDMA attains smaller improvement of the fairness
for larger P, . Although NOMA achieves great

level of fairness, it can be observed that the level
of fairness decreases with the number of EHUs. On
the other hand, the number of EHUs has positive
impact for the fairness when PF scheduling is
employed, and the results show that PF scheduling
outperforms NOMA in terms of system fairness for
larger number of EHUs.

CONCLUSION

In this paper, we propose two schemes that
tackle the tradeoff between the uplink sum-rate and
system fairness in the WPCNs. Compared to the
WPCNs employing TDMA scheme, both proposed
schemes significantly enhance the system fairness.
The NOMA scheme preserves identical sum-rate
as compared to TDMA scheme, and outperforms
PF scheduling in terms of achievable sum-rate,
thus delivers balanced trade-off between sum-rate
maximization and fair resource allocation among
the EHUs.

APPENDIX A
PROOF OF THEOREM 1

By interchanging the order of summation and
using the properties of the logarithmic function the
objective function of (4) is transformed as

1 M
—E 1-7,)log| 1+
M,»zl( ’)Og(

where b(i) is given by (7). The optimization

pifib(i)j’ (18)
1-7

i

problem (4) with the new objective function (18) is
non-convex due to the products and ratios of the
optimization variables p, and 7;. Therefore, we
reformulate the problem by introducing the change
of variable e, = p,7;, and transform (4) into convex

problem in terms of ¢; and 7;, as

Max1mlze—2(1 7;)1o (1+ 1’b(l)J
T

eTV i=1 i

S.t.

_ 1 X
Cl: —>e <P,
M;x avg

C2:0<e <P, 7,,Vi

C3: 0<7,<1,Vi. (19)

The Lagrangian of (19) is given by

e;b(i)
MZ(I T)log(1+1 Tj

1

A3 3= o S-S ).
(20)

In (20), the non-negative Lagrange multipliers

A, o, and B are associated with the constraints
C 1, the left-hand side of C2 and the right-hand

side of C2, respectively, which satisfy the corres-
ponding complementary slackness conditions
a.e; =0Ni,and B (e, — 0,Vi.

max l)

By differentiating (20) with respect to e, and

7,, we obtain:

L__ WD sia-p=0 @I
% Ly p(i)-Y
-7,
a_L = ﬁil)max +b(l—)6i.
a7, 1—17,+b(i)e;
—log(H—%j =0. 22)

We now consider the following 2 cases.
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Case 1: If 7, =0, then e, =0 and no power is

allocated to epoch i, i.e. pf =0. Since ¢, =0, the

slackness conditions require ;>0 and S =0.
From (21) we obtain the condition:

a,=A-b(i)>0. (23)

After introducing (7) into (23), we obtain the
following condition for the occurrence of this case:

A> Nozyzlnnxf(i) )
Case 2: Let us assume 0<7,<1 and

e, =P, 7. This case corresponds to p; =P, ..

The slackness conditions require ;=0 and
B.>0.From (21) we obtain the condition:

b(i)

1+b(l) maxTi
-7,

B = —2>0. (24)

Introducing (24) and e, = P, 7; into (22), we

max -1

obtain (6). Based upon (6) and (24), it can be
shown that the sufficient condition for the occur-
rence of this case is given by

A<NYY ,x2G) .

APPENDIX B
PROOF OF THEOREM 2

Although [, (i) is a binary variable, we can
relax the constraint C4 as 0</,(i)<1 in order to
make the PF optimization problem tractable. After

relaxing C4 and introducing the change of variab-
les e, = p,7;, we obtain the following optimization
problem:

Max1mlzeZIOg{ 21 i)(1-7, 10g(1+ lan(l)ﬂ

IO R— 7
S.t.
—_ 1 ¥
Cl: —>e <P,
M ;1 avg
C2:0<e <P, 1,Vi
C3:0<7,<1,Vi
C4': I,(i)>0,Yi,n,
_ N
C5: Y1,()<1,Vi. (25)

n=1
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However, the optimization problem (25) is
still non-convex, because of the product

1,(i)(1-7;) which appears in the objective func-
tion. Nevertheless, similarly to [19, (P4)], we can

still apply the Lagrange duality method to solve
(13) based on [18, Theorem 1]. In particular, (25)

is in the form of [18, Eq. (4)]. For any fixed 7, and
I (i), the objective function is concave in e;.

Therefore, for any fixed set of 7;,Vi and [,(i), Vi,
the objective function of (25) is concave in
(e;,€,,...,e),) and the constraint CI is affine (i.e.
According to [18,

Definition 1], the time-sharing condition is thus
satisfied, implying zero duality gap.

convex) in (e,e,,...,e, ).

The Lagrangian of (25) is as follows:

L= Zlog{ ZI (i) (1- T)log(1+a (i) H

i=1

( Z@ avg J + Zqz ¢ Z‘/u (6 Pmaxz-t )

“n,iln(i)—ﬁ,-(Zln(i)—l), (26)

n=1
where the Lagrange multiplier 4 >0 is associated
with the constraint C 1', whereas the non-negative
Lagrange multipliers g, and g correspond to the

left-hand side and the right-hand side of c2,
respectively, and Lagrange multipliers ¢, ; and B.

correspond to C4 and C5 , respectively.
By differentiating L with respect to 1, (i), 7,

and e,, we obtain the following system of 3
equations:
oL r (i)
=—+a,, - p =0, 27
al, (i) R, ni=h @D
a,(ie;
N . . _ :
E)_L:ZI,,_(l) _log 1+a”(l)ei 1 Tf
ar, o R, -7, ) |, a®e
I-7,
+upP, =0, (28)
1,(Da, (D)
1+a,(
¢y
e. ﬁ qz /Ltl

(29)
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The complementary slackness are given by

ﬂ(i ie» -P, ] =0, (30)
M<T s

g:e; =0,Vi, 31)

e, — P, 7.)=0Vi, (32)

a,.1,(i)=0,i,n, (33)

N
@(Zln (i) —1} =0,Vi, (34)
n=1

where ¢; 20, 1,20, a,; 20, and S 20.

We divide the rest of the proof in two parts:
Scheduling policy (part 1) and optimal power and
time allocation (part 2).

Part 1

First, let us focus only on (27) and its corres-
ponding slackness conditions (33)—(34). Without
loss of generality, let us assume a WPCN consis-
ting of 2 EHUSs (a and b ). From (27), we have:

BL' ~ BL. AU ORI
ol (i) dl,i) R, R,

a

(35)

Case 1: If the IT phase is not allocated to any
user from complementary slackness it follows that
,;>0 and a,; >0. From (35) we obtain:

OL L _rG)_n() _

- = a, —oa,. =0,
ol,(i) dI,(i) R

b,i a,i
Rb

(36)
thus @, ; = @, ; and the probability for it to happen

tends to zero. We conclude that the IT phase must
be allocated in each epoch.

Case 2: If 0</,(i) and O0<I,(i), then
a,;=0 and ,; =0. Now we derive:

oL L _r) nG)_

- = 37
oI, (i) oI, (i) R R, 0. 67

a

r, (D) _ rb—(l)’ which also has probability
R Rb

a

tending to zero.

Case 3: Lastly, if the IT phase is allocated to
user a only, then /,(i)=1 and 1,(i)=0 , which

in turn implies that ¢,; =0 and @,; >0 due to

the complimentary slackness condition. From (35)
it follows:

oL B oL RAVIRAC!
ol (i) dl,(i) R, R,

a

=q,,>0.(38)

From the fact that logx is a strictly concave

function and the previous equation it follows that
the optimal scheduling policy is thus given by (14).

Part 2

Let EHU s, be the scheduled user in epoch i.
Now, (28) and (29) become:

as‘.el
oL 1, () a, (ie -,
—=——|—log| 1+— - L |+
aTi Rg 1_11 as‘ei
‘ 1+
1-7,
+ luiPmax = 0 (39)
I, (Da,
3L 1+asllei
il—1
— =t A+qg —u =0. 40
3, R q; = H; (40)

We consider the following 2 cases:
Case 1: If 7, =0, then ¢,=0 and [, (i)=0

and no power is allocated to epoch i, i.e. p; =0.

Case 2: Let us assume 0<7, <1, also

e, =P, 7, and I (i)=1. This case corresponds

to pi- = Rnax'

g;=0,,;=0, ;>0 and S >0. From (40), we
obtain the inequality condition

The slackness conditions require

,Ul- = W - iRSi > O,

1+ s; " max i
-7,
or, equivalently,

1-z[ 1 1

>P .
max
T, | AR, a,
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In order to satisfy the constraint 0< 7, <1,

AR <a, must be satisfied. Introducing g and
1 1

e; =P, 7, into (39), we obtain (16).

max
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A bstract: Due to the extensive growth of wireless communications, the usage of radio bands requires a
substantial optimized approach and rational treatment. Many new emerged communication scenarios necessitate
techniques for optimal spectrum evaluation and monitoring. This paper discusses various such approaches and par-
ticularly focuses on spectrum sharing and coexistence presenting several case studies. It offers insights into simula-
tion, modeling and measurement-based methodologies related to spectrum evaluation and utilization, focusing on the
effects before and after the digital switchover (DSO) of the TV systems. We investigate the usability of the different
propagation models in current wireless systems modeling, including the measurement-based validation of their preci-
sion for different scenarios. The article, furthermore, presents laboratory experiments on DVB-T and LTE-800 coex-
istence. Finally, it discuses a designed example of a nationwide monitoring system for intruder detection, comparing
several applied methods and their precision.

Key words: radio spectrum; measurement; modeling; LTE; DTV; intruder detection

METO/JHU 3A EBAJIYAIIUJA U MOHUTOPHUHI' HA PAIUOCIIEKTAP

AmncrpaxkT: Copa3Bojor Ha O6E3)KMIHATE KOMYHHKALIUH CE jaByBa II0Tpeda 0Ol OCTOjaHO ONTHMHU3HPAE H
paLOHAIHO KOPHUCTEHE Ha OICe3UTe Ha paanodpekBeHIuuTe. MHOryTe HOBM KOMYHHKALMCKH ClieHapHja Gapaat
TEXHUKH 3a eBallyallija ¥ MOHUTOPUHI Ha CHEKTapoT. Bo TpymoT ce pasrieayBaar moBeke MPUCTAIM HOBP3aHU CO
0BOj 1pobiieM co mocedeH (OKyc Ha HEKOJIKY pa3paboTeHH MPUMEPH 3a JICNICHhE Ha CIIEKTapOT M KOer3UCTEHIIMja Ha
TEXHOJOTHU. TPYyAOT JaBa AETald MOBP3aHU CO eBajyalHjaTa Ha CHEKTApOT IPEKy CHMYJALUH, MOJCIUpAme U
Mepeme, (OKycHupajku ce Ha eeKTHUTe mpel W MO JWrHTain3andjata Ha TENeBU3HCKUOT cucteM. Ce HCIUTYyBa
KOPHCTEHETO Ha Pa3yIMYHU MPONAranickd MOJEIN M CE NpaBH HHMBHA BalHIalMja cO Mepeme. J[OMONHUTEIHO ce
JTaJICHN pe3yNITaTh oJ1 JabOPaTOPUCKH EKCIIEPUMEHTH moBp3aHu co koersucteHurja Ha DVB-T u LTE Texnomnoruu.
Ha xpajoT e omuian cucteM 3a MOHUTOPUHT Ha HATPAITHHUIU BO CIIEKTapOT KOj (yHKIHMOHMpPA HA 1IeaTa TepUTOpHja
Ha eqHa qpkaBa. VcnuTyBaHu ce pa3iMYHE METO/H 3a JISTeKIHja OJ] aCMeKT Ha HUBHATA NPELH3HOCT.

Kayuynu 360poBu: paaunocnekrap; mepeme; Mmoaenupame; LTE; DTV; nerekuuja Ha HATpariHUIA

1. INTRODUCTION

The continuous increase in data rates and the
number of people using mobile communications
has been a trend over the last decade. Successful
implementation of digital television (DTV) and the
emergence of the digital dividend (DD), increases
significantly the demand for wireless services,
stimulated by new applications and the push to-
wards the Internet of Things (IoT) [1], 5G mobile
communications [2] and small cells [3]. The higher

number of users, as well as the diversity of the ser-
vices operating in the same or adjacent bands, con-
tributes to the increased spectrum evaluation and
optimization problems. This is why the planning
and managing of the spectrum imposes a necessity
for international regulations on global, regional
and national levels. The global radio services are
regulated coherently for all countries worldwide
under the auspices of the International Telecom-
munication Union. The regulation of the spectrum
requires clear approaches, rational usage and opti-



68 L. Gavrilovska, P Latkoski, V. Atanasovski

mization, which is not a trivial task and needs
some comprehensive research, with variety of ap-
plied methodologies. Furthermore, the local regu-
lators need accurate results for the specific prob-
lems of spectrum management, caused by the co-
existence of wireless technologies. Some examples
are: the coexistence of DVB-T and LTE-800 or
WiFi-like devices operating within the TV band.
Such results can be obtained by focused measure-
ment campaigns, laboratory experiments and com-
prehensive calculations. Finally, the maintenance
and the protection of the spectrum impose a neces-
sity of nationwide monitoring systems.

In this context, the reminder of this article is
organized as follows: Section II describes the tar-
geted scenarios; Section III presents several case
studies on spectrum evaluation, detailing the re-
sults based on modeling and measurements. Secti-
on IV contains the laboratory experiments on
DVB-T and LTE-800 coexistence. In Section V,
the article provides solutions for radio interference
and intruder detection on a nationwide operational
level and finally, Section VI concludes the article.

2. USAGE SCENARIOS

The implementation of DSO leads to TV
White Spaces (TVWS), i.e. chunks of available
spectrum that can be used for a plethora of appli-
cations and services. First and foremost, it is tar-
geted for the mobile broadband services such as
LTE-800, as witnessed by the adoption of the DD
1, as well as the adoption of the DD 2 [4]. How-
ever, other potential scenarios are also viable, e.g.:

® Cellular use of white spaces where cellular
systems are secondary users of the TV bands
and they get access to the available spectrum
in addition to the licensed mobile bands.

e WiFi-like usage of TVWS where the second-
ary system is a fixed network operator, i.e. a
WLAN service provider, which deploys op-
portunistic spectrum access for WLAN-like
devices operating in the TV bands.

Both of the envisioned scenarios require a
clear and distinct technical and business feasibility
study for practical deployment.

3. DTV SPECTRUM MODELING
AND MEASUREMENT

Multiple interleaved methodologies and ap-
proaches should be engaged to obtain relevant re-
sults and conclusions regarding the coexistence of

different wireless technologies. A full list of utili-
zed methodologies involves: numerical calculati-
ons performed by multiple software packages,
simulations of behavior prediction, laboratory set-
up measurements, as well as field measurements.
The methodology also includes validation of re-
sults, obtained by comparison between the predic-
tions and the measurements. This section provides
details in spectrum modeling and measurement.
The main focus is on the UHF TV band, pinpo-
inting the most suitable propagation models and
measurement setup for DTV spectrum evaluation.

a) Modeling approach

The process of spectrum modeling for any
foreseen spectrum sharing scenario requires usage
of (as accurate as possible) radio propagation mo-
dels. Propagation models in general are divided
into empirical-statistical models and physical-ana-
lytical models. Empirical models are better adapted
to a quick and approximate coverage calculation,
while physical-analytical models may be computa-
tionally-intensive but they are much more accurate.

In order to verify the relevance of this metho-
dology for assessing TVWS, this section investi-
gates the influence of the used propagation model
on the channel availability, taking the territory of
the Republic of Macedonia as an example study
area [5]. The following figures (Figure 1 and Fig-
ure 2) present the number of free TV channels for
each location (pixel size 100x100 m) within the
target territory, when applying two different
propagation models. Figure 1 presents the estima-
ted available channels when the calculations in-
clude the statistical ITU propagation model [6],
without taking into consideration the real geo-
graphical terrain in the area. Figure 2 uses the
Longley-Rice propagation model [7] and the actual
terrain. Both cases apply same regulatory criteria
for channels availability.

The figures reveal that due to the highly
mountainous geographical characteristics of the
target area, the results significantly differ from
each other. In particular, the most common number
of available channels per location in the first case
is one or two, while in the second case this number
varies between five and ten. In the first case, the
maximum number of free channels is 20, while in
the second case this number is 40. Obliviously the
second approach involving actual terrain plus
Longley-Rice propagation model provides more
realistic white space availability.
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Fig. 1. TV channels availability
(ITU propagation model)

Fig. 2. TV channels availability
(Longley-Rice propagation model)

b) Spectrum availability
before and after DSO

The majority of the European countries have
completed the process of DSO for their television
systems [8]. The major DTV advantages are: in-
creased number of television programs, excellent
visual and audio quality, possible mobile and port-
able reception, plethora of new services and appli-
cations on demand, reflection-free picture and con-
stant signal quality.

This sub-section showcases the spectrum ava-
ilability obtained by measurements, before and
after the DSO in Macedonia. Furthermore, the ana-
lysis provides an evaluation of the available spec-
trum usability when assuming WiFi-like secondary
users operating in TVWS.

The measurement setup was customized to-
wards an accurate estimation of the TV signals and
it involved an Anritsu MS2690A spectrum ana-
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lyzer and a Sachwarzbeck bi-conical antenna. The
results revealed the primary system activities dur-
ing the DSO transition in terms of frequency spec-
trum utilization. Figure 3 shows the frequency
utilization of the 470 — 790 MHz band that is fore-
seen as the main TVWS provider. A visual com-
parison of the two figures (Fig.3-a and Fig.3-b)
proves the expansion of the TVWS after the DSO.

-50

551 g

~70F 4

_75¢ 4

-85r b

WML nis

-100 . . . .
450 500 550 600 650 700 750 800

Frequency (MHz}

a) before DSO

-50

_55F i

60+ i
g -65f g
g
= 70F 1
b
Q
% =75 i
=%
)
g -8or b
3
&
o -85f il
=

90k -

951 _NV‘ L

100 , , , \ \ \
450 500 550 600 650 700 750 800
Frequency (MHz)
b) after DSO

Fig. 3. Spectrum occupancy in Macedonia

In order to calculate the real usable frequency
chunks for secondary communication that will not
degrade the operation of the primary TV reception,
the analysis firstly needs to determine the maxi-
mum received power for each TV channel. These
values represent an input to the calculation process,
which implements the ECC rules for operation of
the White Space Devices (WSD) in the TV band
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based on the SE43 Report 154. According to the
SE43, the implementation of any WSD should not
violate certain limits related to the degradation of
the TV reception location probability. Additional-
ly, the calculation of the secondary spectrum avail-
ability needs a precise specification of the WSD
transmission power and the required channel
bandwidth. One important parameter is the number
of adjacent TV channels, which will be protected
from the WSD transmissions in terms of the inter-
ference produced towards the TV receivers oper-
ating on the same channels. The requirement to
protect a higher number of adjacent TV channels
reduces the secondary spectrum availability.

In terms of TVWS usability, the continuity of
the available frequency channels for the WSD op-
eration also represents an important parameter. The
blocks of the available channels, also known as
available frequency chunks, are multiples of 8-
MHz frequency channels. The size of these fre-
quency chunks determines the operational WSD
channel bandwidth. According to the results, the
most promising scenario in terms of spectrum avai-
lability is the one immediately after the DSO, pro-
tecting =1 adjacent TV channels, due to the num-
ber of available chunks with a size of 8 MHz.

A quantitative study on the TVWS availabil-
ity prior and after the DSO would require a com-
parison of the secondary system performance in
terms of throughput achieved by the WSDs. In or-
der to obtain this performance metric, the calcu-
lation process requires an even more detailed de-
scription of the secondary system and its capabili-
ties.

The results reveal that the scenario involving
the TV band after the DSO, where the secondary
system operates over 8 MHz frequency chunks,
provides the best performance in terms of achie-
vable throughput. The organization in 16 MHz
chunks is less efficient mainly because of the spec-
trum utilization efficiency. The achievable through
iput prior the DSO is much lower for both cases (8
MHz and 16 MHz).

4. LABORATORY EVALUATION OF LTE-800
AND DVB-T COEXISTENCE

The recent DSO and the release of the upper
UHF bands for LTE services, has led to coexis-
tence issues between LTE-800 and DVB-T trans-
missions. This is a significant problem especially
for the DTV service degradation because the DTV
receivers are still manufactured to receive signals

in the upper UHF bands. Therefore, the regulatory
bodies have been particularly active in this area
performing tests and deriving the DTV service pro-
tection ratios for different types of commercial re-
ceivers.

The performed laboratory evaluation predicts
the LTE interference on DVB-T system perform-
ance. The analysis considers the current regulatory
recommendations. It numerically and experimen-
tally derives the DTV protection ratios, comprising
an USRP2-based [9] implementation of an LTE-
like signal generator, a DVB-T transmitter and re-
ceiver, and a video encoder. The performance
analyses consider different LTE transmission con-
figurations in terms of the transmit/receive power,
the bandwidth and the DTV frequency proximity
[10].

The LTE-like signal generated with the
USRP2 and the WBX daughterboard is combined
with a real DVB-T signal (generated with an R&S
transmitter, and video encoded by a Promax H264
encoder) and input directly to a Samsung
P2270HD TV. The practical setup and analyses are
presented in Figure 4-a). The desired signal levels
are achieved using adjustable attenuators and mea-
sured using an Anritsu MS2690A signal analyzer.
The LTE-like transmission uses a central frequen-
cy of 786MHz, while the DVB-T transmission/re-
ception is switched between channels 52-60 to eva-
luate the adjacent and co-channel DTV protection
ratios. The equipment used in the demo setup is
listed in the table within Figure 4-b).

Figure 4-c) presents the numerically and ex-
perimentally derived protection ratios for the LTE-
like transmitter and the four different DTV receiv-
ers, i.e. three typical Silicon receivers [11] and one
Samsung P2270HD TV. The LTE-like transmitter
uses 5 MHz bandwidth. The results consider a sce-
nario when the required signal level of the DTV
reception is —50 dBm. It is important to notice that
the practically obtained (with Samsung P2270HD)
and the numerically obtained (with the Silicon re-
ceivers from [11]) protection ratios experience in-
creased differences (up to 10 dB). This is due to
the non-linearity of the signals attenuation caused
by the used attenuators and the combiner in the
demo. In particular, some frequency chunks of the
DVB-T signal are more attenuated than others.
Based on the results, the USRP-based LTE-like
transmitter is a satisfying LTE emulator, since
there are only minor differences in the protection
ratios with the results in [11].
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Fig. 4. Demo setup and results for the practical evaluation
of DTV protection ratio with the LTE-like transmitter

5. ANALYSIS OF INTERFERENCE
AND INTRUDER DETECTION

The coexistence of DVB-T and LTE-800 may
often lead to undesirable consequences such as in-
terference and service outage. All national regula-
tory bodies perform radiomonitoring in order to
ensure quality reception by the end users. The
scope of their work targets continuous radiomoni-
toring of interference, control of technical and ex-
ploitation conditions (usual for operation of li-
censed wireless transmitters), discovery of unau-
thorized wireless transmitters as well as monitoring
of the spectrum usage.
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Modern radiomonitoring encompasses wire-
less signal receptions by fixed, remote and mobile
radiomonitoring stations and sensors. The received
signals are then subjected to analysis by Direction
Finding (DF), Time Difference of Arrival (TDoA),
Angle of Arrival (AoA) and/or hybrid (combination
of TDoA and AoA) methods for geolocation of
wireless transmitters.

The TDoA method determines the location of
a wireless transmitter by using a relative time dif-
ference of the received signal by several radio-
monitoring stations and sensors. The AoA method
determines the direction of arrival of a wireless
transmission using a receive antenna array. The
hybrid method combines TDoA and AoA charac-
teristics, in order to improve the precision. It ex-
ploits parabolic curves and DF lines stemming
from the TDoA and AoA methods and analyzes
their intersections to precisely find the geolocation
of a wireless transmitter [12].

This sub-section focuses on the practical (em-
pirical) evaluation and validation of the TDoA,
AoA and hybrid geolocation methods using the
nationwide spectrum monitoring system of the
Agency of Electronic Communications (AEC) in
Macedonia (see Figure 5-a). The empirical results
prove the validity and the precision of the designed
system and pave the way towards the modern ra-
diomonitoring for effective spectrum usage regu-
lations [13].

The empirical analysis exploits the operatio-
nal radiomonitoring system of AEC and a fixed
wireless transmitter (signal generator Anritsu
MS2690A) with a variable output power. The
transmitter is used to generate controllable trans-
missions of different wireless signals (e.g. DVB-T,
FM, TETRA, GSM, UMTS) under five distinct
measurement scenarios:

1. TDoA geolocation using three sensors closely
located to the position of the wireless trans-
mitter.

2. TDoA geolocation using three sensors located
far from the position of the wireless transmit-
ter.

3. TDoA geolocation using five sensors.

Hybrid geolocation three TDoA sensors (clo-
sely located to the actual position of the wire-
less transmitter) and a DF receiver.

5. Hybrid geolocation three TDoA sensors (lo-
cated far from the actual position of the wire-
less transmitter) and a DF receiver
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Fig. 5. Transmitter localization using a nationwide monitoring system in the Republic of Macedonia
a) Distribution of TDoA sensors (AEC spectrum monitoring solution); b) Geolocation accuracy of the hybrid method for FM,
TETRA and DVB-T signals; ¢) Geolocation accuracy of the hybrid method for GSM signal with variable output power;
d) Geolocation accuracy of the AoA method for DVB-T and GSM signals with variable output power

The scenarios are chosen to reflect the effect
of the geometry and the number of used sensors on
the system performance having in mind the actual
operational characteristics of the wireless systems.
Measurements were conducted with variable out-
put power of the controlled wireless transmitter in
order to analyze the minimum transmitter power
that can be detected by the system. The metrics of
interest is the geolocation accuracy expressed in
the coordinate difference between the actual loca-
tion of the transmitter and the output of the chosen
geolocation method.

Figure 5-b shows that the accuracy for the
hybrid method is improved when the signal being

located has wider bandwidth (DVB-T as opposed
to FM and TETRA signals). Figure 5-c shows that
the accuracy of the hybrid method is the highest
for a GSM signal with lower power (higher powers
lead to interferences that affect the accuracy of the
system). Finally, Figure 5-d shows that the geolo-
cation for a DVB-T signal does not necessitate
TDoA sensors for high accuracy (as opposed to a
GSM signal).

The empirical evaluation in this analysis gives
a detailed insight into the performance of an op-
erational nationwide radiomonitoring system that
incorporates different radiomonitoring stations and
different geolocation methods.
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One of the main findings is that the hybrid
method offers the best performance in terms of
geolocation accuracy. The reason lies in the unique
combination of both TDoA and AoA benefits
within.

6. CONCLUSION

This article discussed a plethora of possible
methodologies and approaches in radio spectrum
evaluation. These methods (including laboratory
and field measurements, numerical and analytical
calculations, simulations and modeling) need to be
applied in combined manner in order to provide
accurate results and mutual validations. The spec-
trum re-usage and co-existence are hot topics and
above all an obvious necessity in the radio-com-
munications today and it requires careful selection
of tools and means when estimating the secondary
system characteristics. Furthermore, the applied
settings of each particular approach must be custo-
mized according to the primary and secondary sys-
tems. This article elaborated several case studies
on spectrum availability, pinpointing to possible
issues that may emerge by the coexistence of wire-
less technologies.
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A bstract: In this paper we propose a functional architecture of billing system for Over the Top services.
Since OTT services are very diverse provided over different access technologies, on different user devices, legacy
billing systems designed for support of unique services in closed provider networks are no longer suitable for new
OTT environment. So we propose more flexible approach in building billing systems.
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CHUCTEM HA HAILJIATA 3A OTT CEPBUCH

AmncrtpacxkT: Bo oBoj Tpyn e npeanokena GpyHKIMOHAIHA apXUTEKTypa Ha CHCTEM 3a Harulata (OMIIMHT
cucteM) 3a OTT (Over the Top) ceppucu. bunejku OTT-cepucute ce 06e30emyBaar Npexy pasiIM4yHH NPUCTATHU
TEXHOJIOTHH, PAa3INYHH KOPUCHUYKH yPeIH, TOCTOJHUTE CHCTEMU MPEKy KOU ce BPIIN HAIIATaTa Cce IU3ajHUPAHU 3a
HOAAPILIKA HA CaMO IOEAUHEYHN CEPBHCH BO OJIMCKUTE MPOBAjIEPCKU MPEXH, I1a HE ce CooABeTHH 3a HoBata OTT
okonMHa. Bo pemennero e npeuioxeH nodaekcHOuIeH IpUCTal BO pa3BOjOT Ha CHCTEMUTE 3a HaIlaTa.

Kunyunnu 360poBu: cucrem 3a Harara; OTT cepBucH; IOTOK Ha BUAEONOJATOLN

INTRODUCTION

Over-the-top (OTT) refers to delivery of
video, audio and other media over the Internet
without having Internet service provider involved
in the control or distribution of the content [1].
Content is transited over the ISP network and he
may be aware of the contents of the Internet Pro-
tocol packets but it is not responsible for, nor able
to control, the viewing abilities, copyrights, and/or
other redistribution of the content. One example
of system architecture for provisioning of OTT
services is presented in Fig 1.

Furthermore, OTT services are meant to be
device independent. It means that user should ob-
tain same service on any device like smart phone,
smart TV, laptop, set-top box, PC, etc.

One of the major backend functionalities of
OTT system certainly are charging and billing. It

should provide great flexibility to the service pro-
vider in the way how it will offer and charge dif-
ferent services to the end user.

The simplest form of charging the user is to
ask him to pay prior for the certain service that he
wants to subscribe too The second form of charg-
ing is prepaid concept where user has certain
credit on his account and he spends it whenever
he subscribe to some OTT service. These two so-
lutions are suitable for users who do not want or
are unable to sign a contract with the service pro-
vider [2, 3].

Third possible solution for charging of OTT
services is postpaid solution, where user signs
contract with service provider and receives a bill
once a month for delivered services.

Prepaid and postpaid billing system is easy
to implement in closed network where network
provider is also a service provider. Having in
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mind the diverse of possible OTT services, as well
as diverse of possible access technologies and end
user devices, it is obvious that legacy billing sys-
tems based on Call Data Record (CDR) and Us-
age Data Records (UDR) are not suitable for new
OTT environment. So we need a new more flexi-
ble approach in building billing systems [4]. In
paper [5] authors have stated that billing systems
has to be more flexible in order to meet demands

of new services. In [6], architecture to realize a
flexible charging system is proposed for 3G net-
works, but this solution only supports legacy
voice and data services.

In this paper we propose a functional archi-
tecture of billing system for OTT services which
is already implemented and running within the
OTT solution of one service provider in R. Mace-
donia.
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Fig. 1. System architecture for OTT services [1]

DEFINITIONS OF TERMS

Before explaining proposed billing system
architecture, we will define some terms used in
this paper and objects that are managed with this
system.

OTT reseller is a partner that will use OTT
service provider infrastructure to sale/resell OTT
services to their customers are defined as OTT
resellers. Proposed OTT solution enables creation
of reseller specific content that will be available
only to their customers.

User is an individual or company that regis-
ters at OTT service provider or its resellers billing
system. One user can have multiple accounts.

Each account has its one credentials, i.e.
username and password. Accounts are entities that

are actually subscribed to some service. Single
account can be used to get services on multiple
devices. Two types of accounts are provided: pre-
paid or postpaid. User can have multiple accounts
of different type.

Service plan is a set of OTT services that are
offered to customers as a whole. Services belon-
ging to one service plan do not need to be homo-
geneous, i.e. services in one service plan can be of
different type.

Offer is a set of conditions under which ser-
vice plane is offered to a customer like duration of
subscription, payment type, price, promotional
discounts etc.

Service is a basic unit provided to end users.
Some examples of different services are: stream-
ing of live TV or radio program, streaming of vi-
deo or audio content on demand, available min-
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utes for content recording, or available number of
devices aloud per account etc.

Functional architecture of billing system
for OTT services

Proposed functional architecture of billing

system for OTT services is presented in Fig. 2,
and it consist of several functional blocks:

Partners/resellers management functional
block is responsible for definition and control
of partner companies access and service defi-
nition rights. This will allow partner compa-
nies to resell services provided by service
provider, owner of this system, or to use ser-
vice provider infrastructure to provide their
own services to their customers.

Users and accounts management functional
block is responsible for user registration and
management of accounts and their credenti-
als. As an option this functional block may
allow creation of temporary users and ac-
counts meant for testing of OTT services be-
fore customers makes their final decision to
subscribe.

Service management is a functional block
that should provide functionalities for service
definition, service provisioning, creation of
service plans and service plan’s offers. De-
pending on his rights, reseller can have ac-
cess to these functionalities in orders to de-
fine their own services and services plans for
their customers.

Subscription management functionalities
should allow flexible assignment of subscrip-
tions of different service plans to prepaid and
postpaid accounts.

Billing engine is meant to calculate total sub-
scription cost for postpaid accounts and to
generate invoices.

Credit control should check prepaid acco-
unts credit each time before user is sub-
scribed to new service plan in order to verify
whether there are sufficient funds to cover
the cost of subscription.

Payment processing functional block should
check timely payment of invoices and provi-
de functionalities to enable alternative meth-
ods for payment of invoice such as m-bank-
ing or e-banking.

Report generation should enable creation of
different kind reports related to all aspect of
OTT billing system. For an example timely
reports on user subscriptions or reports for
outstanding invoices, etc.

Notification engine should enable sending
notifications to users about some promotions,
about expiration date of its subscription, noti-
fication about credit left to prepaid account,
etc.

OTT mediation is a functional block that will
provide communication interfaces and APIs
for integration of OTT billing system with
other entities involved in OTT services deliv-
ery like OTT headed, DRM systems, server
for control of partners/resellers licenses, etc.
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SOFTWARE IMPLEMENTATION
OF BILLING SYSTEM FOR OTT SERVICE
PROVIDERS

All the functionalities of the proposed billing
solution can be implemented in software. Compo-
nents of the software implementation of billing
system for OTT services are presented in
Figure 3.

Main part of this implementation are databa-
ses where all the records about resellers, users, ac-
counts, services, service plans, offers etc. are
stored.

Administrative Graphical User Interface
(GU) is a modular solution providing access to
different databases and records depending on ad-
ministrative privileges of the logged user. In order
to provide access to administrative stuff any ware
at any time we recommend administrative GUI to
by web based, i.e. it can be access over secured
HTTP(S). For that reason HTTP server has to be
engaged. Databases can be hosted on single or
multiple machines or in the cloud depending on
provider’s infrastructure and number of expected
customers and subscriptions.

OTT mediation software should provide
communication interfaces and APIs with other
entities involved in OTT services provisioning. It
consists of several modules also, each responsible
to respond to particular request sent by peering
entity.

OTT mediation Billing Module is responsi-
ble for communication between OTT billing sys-

tem with OTT headend and other billing systems.
OTT mediation will push some information to
OTT headend necessary for the proper function-
ing of the system, like services definition for ex-
ample, or it will respond to paired systems re-
quests.

Upon incoming request Billing Module will
share subscription information of users registered
in OTT billing system.

Notification module should generate notify-
cation about user subscriptions, for example sub-
scription expiration date, or credit limit, or some
promotions, and send them to users through OTT
headend.

DRM module should communicate with the
third party DRM management system to imple-
ment appropriate security mechanisms for content
protected by DRM.

Licensing module is meant to communicate
with licensing server in order to find out details
about partner/reseller’s access rights and privi-
leges.

Depending on the incoming request OTT
mediation should construct its response based on
the information that he found in the OTT billing
databases.

We recommend usage of secured HTTP(S)
for communication between OTT mediation and
other OTT system entities with json (Java Script
Object Notation) formatting of request and re-
sponse messages sent or received, form or to OTT
mediation.

L

\

OTT Billing system

— OTT mediation
Reports generation and \_J: DRM ﬁ
] S =
overview GUI system %é"-
Billing/Credit/ Reseller database DRM Module
. \ ___J
Payment Mng. GUI - N
S
Services/Service plans = Billing Module
Offers Mng. GUIL g Users, accounts and

= subscriptions database | /)

l Users/Accounts/ = - Service Provi-

Subscriptions Mng. GUI T sioning Module
——

( Resellers Mng. GUI Services, service plans ] ]
and offers database Notification
Log in inter- Module
- —
Administrative GUI Licensing Licensing
/ . Module Server
Billing and Payment

Control Database
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J. Electr. Eng. Inf. Technol., 1 (1-2), 75-81 (2016)



Billing system for OTT services 79

Some example request and response mes-
sages sent or received by OTT mediation in order
to get data from billing system are:

e Get(BillingData) — request sent by OTT head
end in order to find out service plans that
user is subscribed to and which services
should be provided. OTT mediation billing
module should respond with response (Bill-
ingData) message containing information
about user data subscriptions.

e Get(ServicePlans) — request sent by OTT
headend to find out a set of services included
in each service plan. OTT mediation billing
module should send response (ServicePlans)
with service plans content defined in OTT
billing system.

¢ Post(Notification) — request sent by OTT me-
diation notification module to OTT headend
containing notification message that should
be delivered to users. OTT mediation notifi-
cation module should expect response on the
outcome of notification delivery.

e  Get(Licenselnfo) request sent by OTT me-
diation licensing module in order to find out
reseller’s access rights and privileges.

Since OTT billing system will use DRM sys-
tem services, mediation software should adopt
messaging format provided by the third party
DRM solution. Usually messaging format used for
this purposes are based on SOAP (Simple Object
Access Protocol) and WSDL (Web Services De-
scription Language) [7].

SERVICES, SERVICE PLANS AND OFFERS
DEFINITION AND PROVISIONING

Parameters required for service definition are
following:
e ResellerID — unique reseller identifier, that will

be used to associate service to appropriate re-
seller;

e ServiceType — some of the supported service
types like TV channel, radio channel, number of
recording minutes etc.;

e ServiceName — name of defined service;

e ServiceURL - Unified resource location where
service can be reached;

¢ SupportedBitrates — in case of streaming service
type this parameter defines list of available bi-
trates for different streaming quality.
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After definition service info is stored in local
database and then sent to OTT headend by request
trough communication interface between OTT
mediation and OTT headend. Service data is sent
to OTT headend in json format presented in Fig-
ure. 4.

{“TimeStamp”: “2016-10-02T21:20:07Z”,
“ResellerID”: “FEIT”,

“services”:[

{“ServiceType”: “TVchannel”, “servicesName”:
“MTV 17, “serviceURL”:
“http://server/streaming/mtv1”, “SupportedBitrates”:
[{“Bitrate”: “500kbps”},{“Bitrate”: “1000
kbps”},{“Bitrate”: “2000kbps”}], },
{“ServiceType”: “RadioChannel”, “servicesName”:
“MR 17, “serviceURL”:
“http://server/streaming/mr1”, “SupportedBitrates”:
[{“Bitratel”: “4kbps”},{“Bitrate2”: “8kbps”},{ “Bi-
trate3”: “16kbps”}], }1}

Fig. 4. Service data in json format.

In Figure 4 definition for two services is pre-
sented. The first service is a TV channel named as
MTV1, which streaming URL is “http://server/
streaming/mtv1” and it has three different stream-
ing bitrates 500, 1000 and 2000 kbps. The second
service is a streaming service for radio channel
MRI1. “http://server/streaming/mrl” is a URL to
reach this streaming service and it has also three
supported streaming bitrates 4, 8 and 16 kbps.

Service plan is a set of services offered to
users as a whole. The conditions under which cus-
tomers subscribe to service plan are defined in
service plan offers. Parameters defining offers are
following:

e ResellerID — unique reseller identifier;

e ServicePlanName — name of service plan which
offer is defined;

e OfferName — name of the offer;

e ValidityPeriod — Time period in days for how
long offer is valid;

e Price — Offer price;

e Discount — price discount in some promotional
period;

e PromotionPeriod — Duration of promotional pe-
riod in days.
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After defining service plans and their offers
in OTT billing, they are forwarded to OTT
headend using messages structured in json format
as shown in Figure 5:

{“TimeStamp”: “2016-10-02T21:20:07Z”,
“ResellerID”: “FEIT”,

“ServicePlans”:[

{“ServicePlanName”: “NationalTVs”,

“services™:[{ “servicesName”: “MTV 17}, { “ser-
vicesName”: “MTV 2”}],

“offers”:[{“OfferName”: “OfferNationalTV1, “Valid-
ityPeriod”: “365” , “Price”: “400 MKD”, “Discount”:
“100 MKD”, “PromotionPeriod” :
“30”}},{“OfferName”: “OfferNational TV2”, “Valid-
ityPeriod”: “730”, “Price”: “300 MKD”, “Discount”:
“100 MKD”, “PromotionPeriod” : “90”} ]},

{“ServicePlanName”: “LocalTVs”,

“services”:[{ “servicesName”: “ATV”}, {“ser-
vicesName”: “BTV”}],

“offers”:[{“OfferName”: “OfferLocalTV1, “Valid-
ityPeriod”: “180” , “Price”: “250 MKD”, “Discount”:
“0”, “PromotionPeriod” : “0”} },{“OfferName”: “Of-
ferLocalTV2”, “ValidityPeriod”: “365”, “Price”:
“200 MKD”, “Discount”: “50 MKD”, “PromotionPe-
riod” : “30”}]},

1}

Fig. 5. Service plan’s and their offers data in json format.

Data presented in Figure 5 defines two ser-
vice plans, each with two different offers. Fires
service plan names as “NationalTVs” consists of
two services: MTV1 and MTV2. This service plan
has two offers named as “OfferNationalTV1” and
“OfferNationalTV2”. The first offer nave validity
period of 355 days, its monthly price is 300 MKD,
promotion period is 30 days and discount for this
period is 100 MKD. The second offer for service
plan “NationalTVs” is named as “OfferNation-
alTV2”. It has validity period of 730 days,
monthly price of 300 MKD, promotion period of
90 days with monthly discount of 100 MKD. The
second service plan defined with json structure in
Figure 5 is named as “LocalTVs”. It has also two
offers named as “OfferLocalTV1” and “OfferLo-
calTV2”. The first one have validity period of 180
days while the second have validity period of 365
days. Price for the first offer is 250 MKD with no
promotion and discount, while validity period for
the second offer is 365 days with monthly price of
200 MKD and discount of 50 MKD within 30
days promotion period.

USERS, SUBSCRIPTIONS AND LICENSING

One way to protect OTT system from illegal
and unauthorized use is implementation of so
called licensing server. Licensing server holds the
records about number of users and number of sub-
scriptions allowed for some reseller. During the
process of user creation and subscription assign-
ment, OTT billing checks the reseller’s license
status at licensing server to ensure that there is a
free license that can be assigned to new user and
user’s subscription. If there is no free license for
particular reseller, creation of new user and its
subscriptions will be discarded.

Upon successful user creation and subscrip-
tion assignment, data are saved to local database.
In order to enable automatic and instant service
provisioning, user data is sent to OTT headend to
allow user access to particular service.

A format of message with user data sent to
OTT headend is presented in Figure 6.

{“TimeStamp”: “2016-10-02T21:20:07Z”,
“ResellerID”: “FEIT”,

“users”:

{“UserName”: “userl”,

“subscriptions”: [{“OfferName”: “OfferNation-
alTV1”, “StartDate”: “2016-10-01T00:00:00Z”,
“EndDate”: “2018-10-01T00:00:00Z”},
{“OfferName”: “OfferLocalTV2”, “StartDate”:
“2016-10-01T00:00:00Z”, “EndDate”: “2018-10-
01T00:00:00Z}1},

{“UserName”: “user2”,

“subscriptions”: [{“OfferName”: “OfferNation-
alTV2”, “StartDate”: “2016-12-15T00:00:00Z”,
“EndDate”: “2018-12-15T00:00:00Z”},
{“OfferName”: “OfferLocalTV1”, “StartDate”:
“2016-12-15T00:00:00Z”, “EndDate”: “2018-12-
15T00:00:00Z2}]1}

I}

Fig. 6. User subscriptions data in json format.

Data presented in Figure 6 are subscription
information for two different users identified by
their user names: “userl” and ‘“user2”. Userl is
subscribed to “OfferNationalTV1” and “OfferLo-
calTV2”, offers defined for service plans “Nation-
alTVs” and “LocalTVs” respectively. User2 is
subscribed to “OfferNationalTV2” and “OfferLo-
calTV1”. Subscription period is defined with
“StartData” and “EndDate” values. OTT headend
should provide user access to services included in
each service plan that he is subscribed to within
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subscription period. Outside of this period access
to services should be blocked for that particular
user.

CONCLUSIONS

Considering the fact that the existing billing
systems are not flexible enough to be engaged in
provisioning of OTT services, it is clear that we
need a new billing system that will meet the requi-
rements. In this paper we have proposed a flexible
modular architecture of OTT billing system that
should meet current and future requirements of
OTT services.

Proposed OTT billing architecture can be
easily implemented by using standard program-
ming languages (php, ASP.NET, or Java), well
established database systems (mySQL, ORACLE,
or Microsoft SQL) and HTTP servers (IIS,
Apache etc).

This solution can be easily integrated with
other billing and DRM systems through appropri-
ate communication and AP interfaces.

Ciiuc. Enexiup. Ung. Texnon., 1 (1-2), 75-81 (2016)
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A b stract: This paper presents the calculation of the switching costs based on the previously developed
model providing analysis for the mobile telephony market in the Republic of Macedonia for period from 2005 to
2015. Based on an administered questionnaire to various customers of the mobile telecommunication industry in the
country, we find that the so called “Lock-in* affects the switching costs, being in close relation to the market
competition. The analysis shows different stages of the competition on the mobile market and proposes some
appropriate regulatory tasks.
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»3AKJIYUYYBABE“ O] KOPUCHUIUTE - KIYYEH EJJEMEHT BO TPOIIOHUTE 3A IPOMEHA
HA MOBUWJIEH OITIEPATOP BO PEIIYBJIMKA MAKEJJOHHUJA

AmncrtpacxkT: Bo oBoj Tpyn ce mpeseHTHpa NPETXOJHO Pa3BUEH MOJEN 3a IPEcMeTKa Ha TPOIIOLUTE 3a
[POMEHa Ha OIepaTop, HAATPaJeH CO aHAIW3a Ha Ma3apor 3a MoOuiHa TenedoHuja Bo Penybnnka MakeqoHuja BO
nepuoznot ox 2005 po 2015 roauna. Bp3 ocHoBa Ha npamanHuK WTO Gemle AUCTPUOYHPaH 10 Pa3IuuHU KOPUCHULHU
Ha MOOMJIHUTE KOMYHHKALUCKH YCIYTH BO Jp)KaBaTa, KOHCTAaTHPaBME JeKa TAKaHAPEUEHOTO ,3aKIydyBame' Ha
KOPHCHHUIIUTE BIIHjae BP3 TPOIIOLKMTE 3a IPOMEHA Ha ONepaTop, IITO MaK € BO TECHA PeJlallhja Co KOHKypEHIUjaTa Ha
ma3apoT. AHalu3aTa U IIOKaKyBa Pa3IMYHATE HABOA Ha KOHKYPEHIIHMjaTa Ha I1a3apoT Ha MOOWIHH KOMYHHKAIIHH,
HpH LITO CE MPeUIaraaT U COOBETHH PEryIaTOPHH aKTUBHOCTH.

Kﬂy'-[l-l]/l 360POBI/IZ TPOLIOLH 3a IIPOMEHA Ha ONIE€PaTOp; EMIIMPUCKU MOJICII; PEryjlaTUBa; OAHCCYBAkhE¢ HA KOPUCHULIUTE,

BEPHOCT; KOHKYPEHIIHja

1. INTRODUCTION

Consumers on many markets for particular
products or services face significant costs when
moving to the product or service offered by a com-
peting company. The most general feature related
to the products or services offered on particular
market is the so called consumer’s "Lock-in",
which occurs when the consumer continues to use
the product or service of a certain brand even when
the same product or service offered by a competi-
tive brand is cheaper [1]. An important benefit of

"Lock-in" the consumer is that the companies are
allowed to charge the prices above the marginal
costs. A basic way to "Lock-in" the consumer is
through the switching costs expressed in the form
of human and physical capital that each customer
invests to purchase a certain brand. It is necessary
to highlight the fact that each brand operates on a
standard that may not be compatible with the stan-
dards embedded among the competing brands.

This paper relies on the empirical research
developed by Shy [2] that offers a model to pre-
cisely calculate the switching costs through the
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observed prices and market share. Even there are
vast of theoretical works in different industries re-
lated to this problem [3], empirical works are diffi-
cult to find. The empirical model is presented in
Section 2. It is then tested with the actual data for
the mobile market in the Republic of Macedonia
for the period 2005-2015, when different stages on
the market can be easily recognized. Section 3 pre-
sents the results and provides the appropriate dis-
cussion. Finally, section 4 examines the calculated
switching costs based on the customer behavior
with respect to “Lock-in” and provides some ap-
propriate recommendations for activities in the fu-
ture. Section 5 concludes the paper on how con-
sumers can benefit from the competition.

The goal of the work is not only to calculate
the consumers’ switching costs for the existing
mobile operators on the market in different stages
of market development, but also to identify the ra-
tional behind the numerical values and the par-
ticular calculated switching costs. Also, the work
locates some switching barriers and proposes ap-
propriate regulatory activities.

2. EMPIRICAL MODEL

Direct measurement of the switching costs is
a complex procedure. The implemented Shy’s mo-
del offers a “quick and easy” methodology for es-
timation based on the observed variables [2]. His
innovative approach allows the calculations of the
switching cost without using any econometrics.
The methodology enables calculation solely as a
function of the prices / fees and market share. The
methodology assumes that the companies involved
in the price competition recognize the switching
cost for the consumers and therefore maximize
their prices. These prices are subject to the restric-
tion that no other company will decide it is profit-
able to lower its prices in order to subsidize the
switching cost of its consumers. Thus, the switch-
ing cost specific for that brand is calculated as a
function of the observed prices and market share.

The model starts with the assumption that the
prices of each company satisfy the Undercut-proof
Property [2], so no company can increase its re-
venues by undercutting the rival company and no
company can increase its price without being pro-
fitably undercut by the competing company. This
model was adjusted to different developing phases,
specifics and parameters of the mobile telephony
market in the Republic of Macedonia and was

validated through calculation of the switching costs
based on real data, leading to relevant conclusions.

If we define S; to be a switching cost of a i-
company consumer and assume that all S; (I = 1,...,
I) are known to all companies and consumers, then
each company i # I takes the price charged by i-
company p;as known and sets maximal p; to satisfy

T =piNi 2 (pi — SH(IN; + N, (D

where:
7; stands for the revenues of i-company,

mystands for the revenues of /-company,

S; is a cost of i-company’s customer to switch
into /-company,

p; is a price charged by i-company,

pris a price charged by I-company,

N; denotes the number of i-company’s customers,

N, denotes the number of /-company’s custo-
mers.

Therefore, every i-company maximizes its
price p; so that I-company will not find undercut-
ting as profitable. Because all prices are observed,
unobserved switching costs of the consumers of
each company can be calculated. By solving (1) as
equality, S;becomes

Si=p,‘—N[p1/(Ni+N1),I€{1,...,1—1}. (2)

Equation (2) represents the switching cost for
i-company’s consumers as a function of the prices
set by i-company and /-company and the size of
the market share of each company. This determines
the switching costs of /-company’s consumers. The
company with the lowest market share (the I-com-
pany) assumes that it is the target of company 1,
who first appeared on the market. Therefore, the I-
company sets the price p; that would make under-
cutting its price by company 1 unprofitable:

= piN, = (p;— S)H(Ni + N)). 3)

Since the price p; is observed, the unobserved
switching cost S; is calculated from (3) in the case
of equality as:

Si=pi—Nipi/ (N1 + N)). 4

However, in reality consumers may not have
the same switching costs. If the switching costs
reflex the training or learning by doing, then the
switching costs will be higher for those customers
who have high value of time (they use the same
brand for longer time), probably as result of higher
income.
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3. FITTING THE MODEL INTO ACTUAL
MARKET CONDITION

In this section we use the model presented in
the previous section to calculate the switching
costs for the mobile telephony market in the Re-
public of Macedonia. The calculations reflex dif-
ferent phases on the mobile telephony market dur-
ing a decade. Only the market shares of the mobile
operators existing on the market in the specific pe-
riod are used for the calculation. Particularly, the
calculations use as input data the market shares in
subscriber number and revenues.

3.1. The period of monopoly

Mobile telephony as a service in the Republic
of Macedonia was offered in September 1996 by
organizational unit "Center for mobile telephony"
which functioned within the Public Enterprise
"PTT Macedonia". After the separation of the
postal activities from the telegraph and telecom-
munications, within the JSC (Joint Stock Com-
pany) owned by the state, it started to prepare for
privatization named "Makedonski telekomuni-
kacii". On January 15, 2000, the Government of
the Republic of Macedonia and the consortium led
by the Hungarian telecommunication operator
"MATAV" signed a contract for sale of shares of
JSC "Makedonski telekomunikacii”", making
"MATAV" in the register of shareholders of
JSC"Makedonski telekomunikacii" as the owner of
51% of the shares. Today "MATAV" is Magyar
Telekom Group and is a part of the international
Deutsche Telekom.

The mobile activity center of JSC "Makedon-
ski telekomunikacii" was transferred to JSC "Mo-
bimak" on June 4, 2001. The new company pro-
vided only mobile telephony services and data
transmission over a cellular communication net-
work, based on signed concession agreement. In
2006, JSC "Mobimak" rebranded into "T-Mobile
Macedonia" and became part of the international
group "T-Mobile".

3.2. Entry of a second mobile operator

The period of monopoly was terminated on
November 22, 2001, when the Minister of Trans-
port and Communications of the Republic of Ma-
cedonia grant a concession for the provision of
public mobile telecommunications services and
networks to "MTS" Mobile Telecommunications
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Services Inc., which was wholly owned by the
Greek Telecommunications Company SA "OTE".

The commercial launch of the mobile services
was in June 2003 under the brand "Cosmofon". In
April 2009 the Greek Telecommunications Com-
pany SA "OTE" totally sold the company in Mace-
donia to Slovenian telecommunications company
"Telekom Slovenia", which continued to provide
mobile communications networks and services.
Since November 11, 2009, the company started to
provide also fixed telephony services and digital
broadcasting DVB-T on under the brand "ONE".

Switching costs in a period of duopoly. The
presented empirical model in section 2 is used to
calculate the switching costs for each of the two
mobile operators "Mobimak" and "Cosmofon".
Table 1 presents the calculated results based on the
Cullen International Report 2 — Country Compara-
tive Report “Supply of services in monitoring of
South East Europe — telecommunications services
sector and related aspects”, June 26, 2006 [4]. It
was used to observe the market share (by sub-
scriber data base — where N stands for number of
subscribers) and the revenues 7 (in Euros) of each
company existing on the market. The calculated
price p set by each company and the switching cost
S are presented in euros.

Table 1
Status on mobile market (31. 12. 2005)

N T (€) p®© S©
“Mobimak‘ 877,142 70,443,528.45 80.31 64.45
“Cosmofon” 384,186 20,007,406.50 52.07 -3.77

The estimated switching costs for the operator
"Mobimak" consumers are higher than the switch-
ing costs for the operator "Cosmofon" consumers,
since the former already uses network effects of its
realized subscriber pool in contrast to the latter, as
presented in Figure 1.

In order to check the validity of the estimated
switching costs, it is necessary to identify the costs
a subscriber faces when he/she replaces operator
"Mobimak" with operator "Cosmofon" and vice
versa. In the observed period, the subscriber had
the following costs:

e costs in the amount of one-time fee for ser-
vice usage and

e costs because of his lost time due to the
change of subscriber’s calling phone number.
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Fig. 1. Switching costs in period of duopoly

Given the pricelist of the operators, the cal-
culated value of the switching costs are within the
applicable prices and market conditions.

The negative value of the switching cost for
the operator "Cosmofon" subscribers only confirms
that in the observed period the number of the pre-
paid subscribers is dominant in the total number of
the subscribers. It is a consequence of the opera-
tor’s business model and policies and resulted in
low costs for switching from this operator.

3.3. The third mobile operator

The use of radio frequencies for the third mo-
bile operator in the Republic of Macedonia was
published in October 2006 through. The Agency
for Electronic Communications in March 2007 is-
sued an approval to “Mobilkom Austria” for usage
of radio frequencies for mobile telephony for a pe-
riod of 10 years with a possible extension of the
approval at least once for a period of 10 years. The
third mobile operator in Macedonia began its
commercial operation in September 2007 under the
brand "VIP operator".

All three mobile operators began their com-
mercial launch on the GSM (2G) technology plat-
form. By decision of the Agency for Electronic
Communications from 1.12.2013, all three mobile
operators have gained approval for radio frequen-
cies for LTE valid for 20 years and an obligation
for commercial launch of 4G technology services
within 9 months of authorization receipt.

Switching costs in the beginning of the work
of the 3rd operator. The switching costs for each
of the three mobile operators "T-Mobile", "ONE"
and "VIP", only 3 months after the commercial
launch of the third operator on the market and the
relevant network parameters are presented in Table
2. The market share observations are based on
source [5] from 31.12.2007. The price p set by

each company and the switching cost S for the cus-
tomers of each company, are calculated using the
empirical model from section 2 and are presented
in euros. The results show that the customers of
each company have different values of switching
costs when moving to other operator from the ex-
isting two companies.

Table 2
Status on mobile market (31.12.2007)

Operator ~ “T-Mobile” “ONE” “VIP”
N 1,212,610 592,970 141,136
7 (€) 152,876,032.14  57,681,066.36 1.463,232.93
p(© 126.00 97.27 10.36
S (€) (T->V) 124.92 (0->V)95.28  (V->T)-102.50

(T->0) 94.05 (0->T) 12.65  (V->0) —68.20

It is obvious that immediately after the entry
of a new operator on the market, the highest
switching costs have subscribers who choose to
exit operators "T-Mobile" and "Cosmofon" and
switch to the new operator "VIP", as shown in Fig-
ure 2.
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Fig. 2. Switching costs on the beginning of the work
of the 3 operator

This is confirmed by the results of the empiri-
cal model. So, the cost of switching the second op-
erator appeared on the market (i.e. "Cosmofon")
into the newest operator "VIP" are higher than the
switching cost of the oldest operator "T-Mobile"
This explicitly shows the impact of the network
effect (the size of the subscriber base of the "T-
Mobile").

In the period of observation, two older op-
erators on the market have started to conclude sub-
scriber agreements with their consumers. These
agreements included subsidies for mobile handsets.
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The amount of the calculated switching cost is in-
creased compared to the one of 31.12.2005 due to
the following costs:
® costs in the amount of one-time fee for ser-
vice usage,

e costs because of lost time due to the change
of subscriber’s calling phone number, and

e costs because of the difference to the full
value of the purchased mobile handset.

In the observed period, the "number portabil-
ity", as a subscriber’s right to keep the existing
number when changing operator, has not been im-
plemented, so we have considered the cost related
to the time lost due to change of the subscriber
number.

Switching costs with 3 operators. The market
parameters for three mobile operators "T-Mobile",
"ONE" and "VIP" are shown in Table 3. The
analysis was based on the observations of the mar-
ket share and relevant data from Report 3 -
Enlargement Countries Monitoring Report: ,,Sup-
ply of services in monitoring Regulatory and Mar-
ket developments for electronic communications
and information society services in Enlargement
countries®, from April 2013 [6].

Table 3
Status on mobile market (31.12.2011)

Operator “T-Mobile” “ONE” “VIP”
N 1,151,761 494,877 566,585
n (€) 143,941,153.97 34,655,651.76 34,145,071.25
p (€) 124.90 70.00 60.26
S (€) (T->V)96.90 (0->V)37.84 (V->T)-58.78

(T->0) 103,90 (0->T)-17.36 (V->0)27.63

Four years after the entrance on the market of
the third operator for mobile communication ser-
vices in the country, a decrease in the switching
cost is noticed for the subscribers of all three ex-
isting mobile operators, as presented in Figure 3.

A strong impact of the network effect on the
switching costs is obvious. Namely, with increas-
ing of the subscriber base of the operator "VIP"
closer to the number of subscribers of the operator
"ONE", the costs for “T-Mobile” subscriber (when
switching into one of two other operators) are al-
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most equal. Switching costs for the subscribers of
the oldest operator on the market of mobile com-
munications, "T-Mobile", remain the highest due
to the impact of the network effect.

N

S(€)

N-Subscriber Data-
Switching costs (€)

Operator

Fig. 3. Switching costs on market with 3 operators

In general, subscribers are faced with the fol-
lowing costs:

e costs in the amount of one-time fee for ser-
vices usage;

e costs in the amount of one-time fee for ser-
vice "number portability";

e costs because of the difference to the full
value of the purchased mobile handset, and

e costs due to early termination of a subscriber
agreement.

In the observed period, the operators in the
country begun the procedure named "Lock-in" for
their subscribers, by offering loyalty contract with
duration of two or three years in return to favorable
offer of service packages (benefits with included
call minutes, SMSs and volume of internet traffic
into the monthly subscription) and favorable offers
for mobile handsets. The "number portability"
starts from 1.9.2008, as a subscriber’s right to re-
tain the existing number when changing the op-
erator. The Agency for Electronic Communica-
tions, with its decision from June 2009, calculates
the amount of one-time fee for number portability
as 200.00 denars (3.25 euros, excluding VAT).

3.4. Market’s developments in 2015

The shareholders of the companies "Make-
donski telekom" and "T-Mobile" have agreed to
merge "T-Mobile" with "Makedonski telekom" on
their meeting in June 2015. So, starting July 1%,
2015, "Makedonski telekom" and "T-mobile" ba-
came officially one company called "Makedonski
Telekom" AD, which also provides mobile com-
munication services.
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The group "Telekom Austria" - owner of the
"VIP operator" and the group "Telekom Slovenia"
— owner of the operator "ONE" concluded an
agreement to merge their daughter companies in
October 2014. According to that agreement, the
group "Telekom Austria" has 55% share capital
and control over a newly created company, while
the group "Telekom Slovenia" has 45% of the
stakes. The newly created company called
"one.Vip" has started October 1%, 2015, providing
mobile communications services in the country, as
a legal successor of the operators "ONE" and
“VIP”.

Table 4
Status on mobile market (31.12.2015)

N 7 (€) PE S©
Makedonski
telekom 1,001,578 46,291,596.00 46.22 13.88
one.Vip 1,082,005 67,403,023.00 62.29 40.07

At the end of 2015, only two mobile opera-
tors, "Macedonian Telecom" and "one.Vip", were
on the market. Table 4 presents the relevant market
parameters based on the “Annual report for market
developments in the Republic of Macedonia in
2015 [7].

After the merging, the new mobile operator
"one.Vip" continued to supply the same packages
and services that the both operators offered before
the merging. This had an effect of doubled offers.
The calculated results show the true effect of cus-
tomer’s "Lock-in" through loyalty agreements with
duration of one or two years in return to the favor-
able offer for the service packages (benefits in in-
cluded call minutes, SMSs and volume of Internet
traffic into the monthly subscription) and for the
mobile handsets.

The fact that even after the merging, the op-
erator “one.Vip” impacts the market (as two sepa-
rate operators versus its competitive operator), re-
flects in significantly higher switching costs with
relatively small differences in the subscriber base.
Therefore, the merging of the operators has a nega-
tive effect on the development and encouragement
of the competition. From regulatory aspect, the
case is trivial since it is step back instead of step
forward.

3.5. Analysis of switching costs for “T-Mobile”

Since mobile operator “T-Mobile” is present
on Macedonian mobile market for almost 20 years,
it is interesting to analyze the behaviour of the
switching costs for its subscribers in relation to its
subscriber data-base over the studied period. The
trends are shown in Figure 4.
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Fig. 4. Subscriber data-base vs. switching costs
for “T-Mobile”

The graph shows that the network effect has a
great influence over the switching costs for con-
sumers of “T-Mobile”. Also, the graph clearly pre-
sents a distinction between those costs which may
arise from legitimate commercial customer reten-
tion strategies (period 2005-2014) and those that
may arise due to the market failure, as it happened
in the middle of 2015.

4. SWITCHING COSTS AND CUSTOMER’S
“LOCK-IN”

The presented market characteristics and per-
formed calculations for realistic scenarious defines
the dependances and results for the switching
trends and barriers. The following subsections pro-
vide some resulats and conclussions.

4.1. Materials and methods

We have used a survey with a structured
questionnaire to test the relation between the
switching costs and the customer’s “Lock-in”.
Customers of all three mobile operators were sam-
pled for the study. The study was performed during
the distortion market period. The implemented re-
search instrument was a structured questionnaire.
The design of the questionnaire benefited from the

J. Electr. Eng. Inf. Technol. 1 (1-2), 83-91 (2016)
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extant literature dealing with the effects of switch-
ing costs and barrier on consumer retention [8].

The research instrument attempted to isolate
and emphases on consumer satisfaction and reten-
tion, as well as on switching barriers. The study
has used a 5-points Likert’s scale [9] ranging from
“strongly agree” to “strongly disagree”. The ques-
tionnaire was divided into three main sections. The
first section dealt with the general demographic
data, the second with the consumer behavior and
satisfaction and the third section with the switching
of an operator. The received data were analyzed
using the SPSS (Statistical Package for the Social
Sciences) computer package [10].

4.2. Results and discussion

The demographic data through the distribu-
tion of the respondents’ age, sex and the number of
members in the household are presented onTable 5.

Table 5
Demographic data
Frequency Percent (%)
Gender
Male 23 38,3
Female 37 61.7

Age group (years)

<20 0 0.0
21-30 12 20.0
31-45 28 46.7
45 -60 18 30.0

> 60 2 33

No. of members
in the household

1 1 1.7
2-4 54 90.0
>4 5 83

The study uses a convenient sample, which
has a total of 60 subjects (23 male and 37 female).
All respondents were aged from 21 to over 60
years (mostly covered respondents are in the cate-
gory of 31 to 45 years). Even though it is not a part
of the goals of this research, it can be concluded
that all of them belong to the working population

Ciiuc. Enexiupoivexn. Ung. Texnon, 1 (1-2), 83-91 (2016)

with regular sources of income. The sample in-
cludes respondents with secondary (4 cases) and
higher education (56 respondents). Most of them
work in private companies (44 respondents). Also,
the survey includes respondents who work in dif-
ferent sectors (economy, health and education).
According to the amount of the total household
income, most of the respondents are in the cate-
gory with turnover over 60,000.00 denars (27 re-
spondents). Most of the respondents live in house-
holds with 2 to 4 members (54). Only 5 respon-
dents live in family households where there are
more than 4 members, while 1 respondent lives
alone or in a household of 1 member.

All respondents use mobile communication
services of all three mobile operators more than
three years: 30% of the respondents are operator
“ONE” consumers, 50% of the respondents are
operator “T-Mobile” consumers and 20% of the
respondents are operator “VIP” consumers.

The questionnaire analysis leads to some con-
clusions and observations:

e The number of post-paid customers prevail
the number of pre-paid consumers (ratio 95:5
(%)), which also confirms the effect of cus-
tomer’s "Lock-in" since operators use loyalty
agreements with duration of 1 or 2 years in
return for favorable offer of service packages
(benefits in included call minutes, included
SMSs and included volume of Internet traffic
into the monthly subscription) and favorable
offers for products, such as mobile handsets,
TV-sets, IT equipment, etc.

e Mobile communication services are used
more for business (66.66% of the respon-
dents) than for private purposes (31.67% of
the respondents), which is in line with the
dominance of post-paid customers related to
the prepaid ones.

e Number of consumers of all three mobile op-
erators who didn’t switch their operator in the
last two years is higher than the ones who did
switched their mobile operator in the last two
years. The ratio of frequencies of not
switched compared to frequencies of did
switched is 41:18.

e The largest number of respondents who an-
swered negatively the question: "Have you
tried to change your mobile operator in the
last two years?" use mobile communication
services of the same mobile operator as the
members of their family. Consumers respond



90 S. Nasteska, L. Gavrilovska

positively to their mobile operator with a rec-
ommendation the same mobile operator to the
members of their family, and thus potentially,
increase the number of users of that mobile
operator.

e The reasons for not switching the mobile op-
erator vary and depend on the customer pref-
erences. Table 6 shows the received answers
on the question: "What was the main reason
not to change mobile operator?"

Table 6

Responses on the question: "What was the main
reason not to change mobile operator?”

Answer Percent (%)

Subscriber agreement does not allow to switch

the operator 7.5
The current operator has the best offer 42.5
Switching doesn’t mean big benefit 20
Switching costs are too high 5
Hard to decide which operator is the cheapest 25
Other 22.5

Users do not change the operator of mobile
communication services when they are satisfied
with the offer of the current operator, as most of
the participants answered, and when they have
signed a subscriber agreement with mandatory du-
ration with the current operator. Also, a significant
number of the respondents believe that the benefits
that they would have with the operator change is
insignificant, pointing to the fact that operators use
similar strategies in attracting and retaining the
customers. Satisfied users return to their operator
by re-selection of the same operator. Also, users
shall respond positively to the mobile operator
with their recommendation the same mobile op-
erator to the members of their family, friends and
relatives, and thus potentially increase the number
of users of that mobile operator.

However, a valuable percent (5%) of the re-
ceived answers is from the respondents who an-
swered that they didn’t changed their mobile op-
erator because of the switching costs and because
activities for changing the mobile operator are too
long and complex. This should be a sign for the
regulatory body in the country to take appropriate
activities in a direction of revision of the current
procedures for operator switching. Often, it is a

regulation for number portability, as well as regu-
lation for end users rights protection and analysis
and regulation for operator offers and prices on
retail level. The focus should be on a duration of a
procedure for number portability and in minimiza-
tion of any barriers into subscribers’ agreements
that affect the user's right to switch the operator:
determining the maximum duration of the manda-
tory period of duration for the subscriber contract,
elimination the possibilities for automatic exten-
sion into a new commitment period after the expi-
ration of the subscriber contract with mandatory
duration, educating consumers about their rights.

The major contribution of this analysis is the
conclusion related to the existence/absence of the
possibility to switch the mobile operator for all
customers on their free will. The switching costs
have negative impact on customer’s decision to
switch the mobile provider. However, the cus-
tomer’s data base — network effect — has positive
effects on the customer retention.

5. CONCLUSIONS

The level and complexity of changing the
provider is a key indicator for the welfare and
prosperity of customers and it is a significant factor
influencing the overall development of competition
on the retail markets [11]. The ability and the will-
ingness of the consumers to switch the service pro-
vider is critically important because effective com-
petition provides increased choice and lower prices
for consumers, as well as adequate quality and in-
novation.

The paper shows the relation between the
level of the competition and the switching costs on
the mobile market in the country within the period
of 10 years. Also, it stresses some weak points in
the switching procedures and suggests appropriate
regulatory activities in the near future. The pre-
sented analysis was based on analytical model and
survey, which tests the results of the model.

To benefit from the competition, the consum-
ers must be confident that they have a choice and
that they can benefit from that choice. In cases
where there is no such confidence, consumer may
decide not to switch the provider. The reduction of
the consumer’s confidence in the switching proce-
dure may additionally block the switching deci-
sion. This can weaken the process of the competi-
tion and consumers can not benefit from the com-
petition as expected.
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A bstract: Bezier and B-spline curves are among the most powerful tools used for complex graphical ap-
proximation. In this paper, we will use them to recreate the hydrographic map of the Republic of Macedonia. The re-
sults obtained in this paper show that cubic spline curves have smaller average deviation in respect to B-spline
curves, in contrast to Bezier curves. The results and the images are obtained by using the software package Wolfram

Mathematica.
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MOJEJUPAIBE HA XUIPOTPA®CKA MAITA HA PEITYBJIMUKA MAKEJIOHUJA

A mcrTpack 1 besumeoBure u B-kpuBuTEe cmaraar Bo rpynara HajMOKHM ajlaTKH KOM C€ KOpHCTAT 3a
anpoKCHMallija Ha KOMIUICKCHH TpadiyKkd MpUKa3sd. Bo TPymOT ce KOPHCTEHHM OBHE KPHBH 3a MOACIHMpPAHmE Ha
xuzaporpadeka mMana Ha P. Makenonuja. PesynraTure Bo 0BOj TPy MOKaXkyBaar Jeka KpUBHTE JOOMEHH CO KyOHA
KpHBa UMaatr HajMaJo IPOCEYHO OTCTaIlyBambe BO OnHOC Ha b kpuBa u besneoBute kpuBu. PesynraTure u ciukuTe ce

nobueHH co oMol Ha copTBEepcKHOT nakeT MaTemartuka.

Koayunu 300poBu: besueosu kpuu, b-kpuBa, kyOHa KpuBa

1. INTRODUCTION

Since their introduction in the 1950's and
1960's, Bezier and B-spline curves have quickly
become one of the most powerful and sought after
tools in many fields where surface approximation
is an imperative such as computer graphics, mo-
lecular and physical models, 3D animations and
many more [7], [11].

This is the case, mostly because the idea be-
hind these mathematical models is quite simple.
They both rely on choosing set of control points
which the curves will follow. Although the idea
looks simple, the mathematical background is not.
After choosing the control points, there are number
of other properties that need to be set in order to
get the desired outcome. Some of these properties
are: degree of the curve, weight of the points, con-
trol knots etc.

The concept of Bezier curves was introduced
in the 1910's by Charles Hermite and Sergei Bern-
stein. However, it was not until the 1950's when
Pierre Bezier and Paul de Casteljau brought this
concept to life and introduced it to graphic spe-
cialists. These curves are based on the Bernstein
polynomials, and can be calculated recursively ei-
ther with developing the Bernstein polynomials or
with the Casteljau algorithm [8].

B-spline curve, on the other hand, represents
a generalization of a Bezier curve. They are divi-
ded into multiple polynomial pieces and depending
on the uniformity of these pieces there are two
cases, uniform B-splines and NURBS (Non-uni-
form rational B-spline) [14], [10]. We will later
consider both types.

In Section 2 we will explain the equations and
all the steps of calculating both B-spline and
Bezier curves. In Section 3 we use the B-spline,
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Bezier and cubic spline curves to construct a hy-
drographic map of the Republic of Macedonia.
Furthermore, we compare the curves, measure the
percentage difference in lengths of the water areas
(rivers, springs, not lakes and closed waters), in
order to find out which curve will give the best
approximation for this problem.

For the purposes of this project we use Matlab
for obtaining the coordinates and Wolfram Mathe-
matica for all of the modeling, approximations and
calculations. Mathematica's built-in libraries and
methods make it extremely powerful and pleasant
to use for this sort of problems.

2. DEFINITIONS AND EQUATIONS

In this section we give the basic definitions
and relations for Bezier and B-spline curves. For
all the terms not defined here consult [15] or any
other book from this field.

Bezier curve

As we mentioned, Bezier curves are based on
Bernstein polynomials [12] of degree n, which are
represented with

Bin(l‘)=l’lil‘i(1—l‘)n_l’ i=0,...,n. M

The computation of the Bernstein polynomi-
als can be also displayed in triangular scheme,
shown with equation (2):

By By By - B
BB - B

1= B} - B} 2)
BVl

n

These polynomials are defined for all ¢+ € R,
but in practice they are usually restricted to ¢ €
[0,1]. One of the most important properties of
Bernstein polynomials is that they are linearly in-
dependent [1]. From relation [1] we can see that
Bernstein polynomials are also symmetrical, i.e.

B (t)=Bj,(1-1). 3)

Moreover, the Bernstein polynomials can be
calculated with a recursive formula, shown in
equation (4).

BI()=1B5'(0+1-nB/" (). (&)

The main purpose of Bezier curves is model-
ing a whole curve or some part of it. When this is
done in a Euclidean space, it is represented as a
parametric polynomial defined in equation (5):

p(t)= Zaiti,, a; € R® . ®))
i=0
Equation (5) also has a Bernstein representa-
tion:

n
p()=Y.¢;B!(1), c;e R’ . (6)
i=0

Equation (6) defines a Bezier curve with cont-

rol points £,. This curve is restricted to the para-
meter domain [0,17 which makes 7 a parametric
curve p:[0,1] = R?. The control points ¢, when
connected are forming the control polygon of the
curve. The shape of this polygon represents a sha-
pe that the Bezier curve will have when construc-
ted. This property can easily be manipulated which
is one of the reasons why Bezier curves are sui-
table for dynamic change of shape. Bezier curves
inherit several properties of Bernstein polynomials,
such as the symmetry. From the triangular scheme
of the polynomials we have that they sum to 1,
which means that every point p{t] is an affine
combination of the control points c;. i € {0.1. ...,n}
[3], [4]. Because the polynomials are also non-
negative in the interval [0.1], every point p(t) is a
convex combination of the control points c;,
i€ {0,1,...,n}. Consequently, the Bezier curve p

lies in the convex hull of its control points [6].

B-spline curves

B-spline curve p(t) is analytically defined by

P(1)=) PN, (1),
i=0

where T € [[;_,,I,_;], P, are the control points, k
is the order of the polynomial segments of the B-
spline curve and N; ;(t) are normalized B-spline
blending functions [5]. Order k means that the cur-
ve is made up of piecewise polynomial segments
of degree k — 1. The VN;; functions are described
by the order /& and by a non-decreasing sequence
of real numbers t., where i€ [C1, ..,n+1I]
which is referred as knot sequence [9]. The com-
plete equations for N, ; are shown with (7) if k = 1
and with (8) if k > 1,
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M= [1’ el )

0, otherwise
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A B-spline curve is geometrically defined by
the relation (9), where the set of control points is

B,R,P, .., B, Then the B-spline curve F(t} is
defined by

i+k-1 " i i+k i+l

Pt)=P"' (1), telt.t,) )
where
p gy <[ A TDORE O+ B D), j>0
’ P, j=0
and
Tj _ -
l [i+k—j -

3. COMPARISON BETWEEN THE CURVES
a) Bezier or B-spline curves?

In this section we state some of the main
differences between Bezier and B-spline curves.

1) Bezier curves can be viewed as a parametric
curve consisting of basic functions which are
Bernstein polynomials, and on the other hand,
B-splines are based on piecewise Bezier
curves.

2)Bezier curves lacked in local control. This
means that if we add or remove one control
point, it will effect the hole curve. With B-
splines we have more freedom and they
provide more control flexibility.

3) Bezier curves are more suitable and give
better approximation if the control points are
nearly collinear. This means that when mode-
ling some curve, we can make combination of
both Bezier and B-spline curve depending on
the choice of control points.

4) Bezier curves are special cases of B-spline
curves. If n = p (i.e. the degree of a B-spline
curve is equal to n, the number of control po-
ints minus 1), and there are 2(p + 1) =2(n +1)
knots with p + 1 of them clamped at each end,
this B-spline curve reduces to a Bezier curve.
To simplify, any Bezier curve of arbitrary
degree can be converted into a B-spline and

Ciiuc. Enexiupoitiexn. Hng. Texnou., 1 (1-2), 95-100 (2016)

any B-spline can be converted in to one or
more Bezier curves [13].

5) B-spline curves require more information and
a more complex theory than Bezier curves,
which means more time for running the code
when modeling.

6) B-spline curves satisfy all important proper-
ties that Bezier curves have (affine invarian-
ce, positivity, variation Diminishing Property,
the convex hull property any many others).

7) B-splines do not interpolate any of its control
points, while the Bezier curve automatically
clamps its end points. However, B-splines can
be forced to interpolate any of its # control
points without repeating it, which is not
possible with the Bezier curve [2], [16].

b) Obtaining coordinates from the original
hydrographic map

In order to be able to construct a hydrographic
map with B-spline, Bezier and cubic spline curves,
we needed to successfully select all of the water
areas inside the Republic of Macedonia. We did
just that by using an official 2600 x 1960 pixel
hydrographic map (shown on Figure 1) designed
by Prof. Dr. Ivica Milevski from the Institute of
Geography at the Ss. Cyril and Methodius Univer-
sity in Skopje. For obtaining the coordinates, we
used a custom Matlab script based on the ginput
function. Even though bigger number of points
would result in more precisely constructed map,
we concentrated on selecting the right points,
rather than every point. This way, the results would
represent genuine differentiation between the B-
spline, Bezier and cubic spline curves where we
can clearly see the difference in the ways these
curves are built. After obtaining the coordinates,
all of the following analyses will be done in
Wolfram Mathematica.

c¢) Constructing the model plots
in Mathematica

Mathematica is among the most powerful
software packages when it comes to solving geo-
metrical modeling and calculation problems. It
contains many built-in libraries and functions
which make the coding cleaner, yet the results pre-
cise [17]. For constructing the models we used
Mathematica's built-in methods BSplineCurve,
BezierCurve and SplineFit. Figure 2 shows the plot
constructed with B-spline curve.
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Fig. 1. Hydrographic map of Macedonia

Fig. 2. Hydrographic map of Macedonia plotted with B-spline curves
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On Fig. 3 and Fig. 4 you can see the maps
constructed with Bezier and cubic spline curves
respectively. Alongside this methods we also used
some other methods along the course of this pro-
ject, all of them that are relevant to the geometrical
modeling are displayed in Table 1.

The outcome of these functions can be modi-
fied even more given the fact that they have many
properties that can be tuned in a way that will give
the best result for any given problem [18]. In this

case, by modifying the spline degree in the
BSplineCurve method it was evident that B-spline
with spline degree 2 had the smallest variation
from the coordinates of the original hydrographic
map compared to the maps plotted with Bezier-
curve and spline fit methods, so B-spline of the
second degree was chosen as a benchmark to
which the other curves will be compared and
measured.

Fig. 4. Hydrographic map of Macedonia plotted with cubic spline curves
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Table 1.
Methods used for modeling of the hydrographic
map

Method Description

BSplineCurve BSplineCurve is a graphics primitive

[{pt1, ptas... }1 that represents a non-uniform rational
B-spline curve with control points
Diis- -«

BSplineFucntion BSplineFunction represents a B-spline

[{pt1, ptas... }1 function for a curve defined by the
control points py,...

BezierCurve BezierCurve is a graphics primitive

[{pt1, pta,... }] that represents a Bezier curve with
control points py,...

BezierFunction BezierFunction represents a Bezier

function for a curve defined by the

[{(pt,.pto)]
control points py....

[t

SplineFit SplineFit generates a SplineFunction

[{pt1, pta,...}, type]  object of the specified type from the
points p,, ppo...

Spline Spline is a two-dimensional graphics

primitive which represents a spline of
type type through (or controlled by)

[{pt1, pt2,...}, type]

points p,, ppo...
Discretize Graphics ~ Discretizes a 2D or 3D graphic g into
[g] a MeshRegion.
ArcLength[reg] ArcLength gives the length of the one-

dimensional region reg.

ParametricPlot ParametricPlot generates a parametric
[{fe /}5 Uy Umax, Umin)] plot of a curve with x and y coordinates
frand f; as a function of u.

d) Result measuring and comparison

In order to make a successful comparison
with the original hydrographic map, or in this case
our reference map which is the one that we constr-
uct with B-spline curves, we will measure the de-
viation in the lengths of all of the water areas that
we constructed with B-spline, Bezier and cubic
spline curves. First of all, for measuring the length
of a single river or water area we use the method
ArcLength that was mentioned and described in
section b. After calculating the lengths of every
water area, we calculate the deviation in percent-
ages between the lengths of B-spline curve on one
side and lengths of Bezier and cubic spline curves
on the other. To do this we use the following for-
mulas:

L -L
SRDCS(%):M.H)O (10)

Len g

B |LenBS —Leng,

SRDy, (%) = 100 (11)

Len g

where Lengg, Lencs and Leng; represent the lengths
of a single river constructed with B-spline, cubic
spline and Bezier curves respectively. The result of
(10) and (11) gives the percentage deviation for a
single river. The smaller the percentage, the bigger
the precision of the curve. Because there were big
variations in the results for separate rivers, we also
calculate the average deviation for all of the rivers.
We do that by summing the absolute value of all of
the differences between the rivers. Afterwards, we
divide that with the sum of the lengths constructed
with B-spline. The previous explanation is
depicted with the following formulas:

87
Z,-:?ILe”Bs,i - Lencs’l.|

870
Zizl LenBS

ARD (%) = -100 = 6.655%

(12)
870

ARD,, (%) = Z,-:1|Le”Bs,i - LenBZ,i|

870
Zi:l Leng,

-100=11.027%

13)

Equations (12) and (13) are showing the ave-
rage deviation when the calculation is done on all
870 water areas that exist in the Republic of Mace-
donia. From the results we can see that cubic spline
curves have smaller average deviation in respect to
B-spline curves, in contrast to Bezier curves.
Given the fact that B-spline curves represent gene-
ralized Bezier curves and additionally cubic spline
curves are special case of the B-spline curves this
result is expected and logical.

This result was also confirmed by the data
obtained when modeling a hydrographical map of
Macedonia, for vast number of rivers the cubic
spline method gave better results than Bezier
curves. One such river is shown on Figure 5. In
this case the deviation of the cubic spline is only
5%, while the Bezier curve's deviation is 16.92%.

These two methods are "equally” good for
modeling short and smooth rivers. One such river
is shown on Figure 6. As the river is short we used
small number of points for the modeling. Our
result show that the deviation of the Bezier curves
is 2.06% and for the cubic spline 1.89% for the

river on Figure 7.

When projecting a long river, we have to use
a large number of points. At the same time, most of
the "long" rivers have a lot of curves, and therefore
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the deviation is big for the both methods. One such
river is shown on Figure 7. For this river the devia-
tion for the Bezier curves method and for the cubic
spline is 12.98% and 11.91%, respectively.

Fig. 5. A river projected by B-spline (blue), cubic spline (red)
and Bezier curves (green). The deviation of the Bezier curve is
much bigger than the deviation of the cubic spline

Fig. 6. A river projected by B-spline (blue), cubic spline (red)
and Bezier curves (green). Bezier curves and
cubic spline are “equally” good

Fig. 7. A river projected by B-spline (blue), cubic spline (red)
and Bezier curves (green). Both method have big deviation

Bezier curves gave better results only for
"small" rivers (i.e. curves). These rivers are short,
do not have many curves, and are modeled with
several points which is the main reason for the
obtained results. In total, cubic spline curves gave
better approximation on 72.068% of the rivers,
while Bezier curves gave better approximation on
only 27.931% of all 870 measured water areas. The
main reason for this gap is that most of the water
areas measured are rather long and contain many
curves, which given the analyses made for the

Ciiuc. Enexiupoitiexn. Hng. Texnou., 1 (1-2), 95-100 (2016)

rivers shown on Figures 5, 6 and 7 it is intuitive
that cubic spline curves will give more precise
approximation for the water areas overall.

Despite the bigger precision, cubic spline
curves take more time to be calculated, due to the
fact that they have more properties and are more
advanced than the Bezier curves.

CONCLUSION

When the first approaching this problem, it
was straight-forward that it is an approximation
problem. Since Bezier and B-spline curves are the
cornerstones of geometrical approximation and
modeling, we used them as building blocks on
which we would construct a hydrographic map of
the Republic of Macedonia. While the image
manipulation and obtaining of coordinates was
done in Matlab, all of the geometrical modeling
and calculations were done in Wolfram Mathe-
matica, due to its powerful and robust kernel tools.
After plotting the map with B-spline, Bezier and
cubic spline curves, we compared the coordinates
of each curve with the original hydrographic map,
and B-spline was the one whose coordinates were
the closest. Therefore, it was taken as a reference
curve. After measuring the percentage deviation
length of each water area, and then also the
average deviation on all of the areas, we concluded
that cubic spline curves gave more precise length
approximation of the water areas in the Republic of
Macedonia compared to Bezier curves. This result
was logical from the beginning, given the fact that
cubic spline curves are much more flexible due to
the bigger number of properties that can be
modified in favor of getting a better solution.
However, this benefits come with the price of
speed, because the computer takes more time to
process and calculate cubic spline curves rather
than the ones obtained with the Bezier method.

Acknowledgment: The authors would like to
thank Prof. Dr. Ivica Milevski from the Institute of
Geography at the Ss. Cyril and Methodius University in
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Abstract. Asurvey of the articles published in the Faculty of Electrical Engineering Proceedings for the pe-
riod between 1977 up to 2006 is given. The first volume of the Proceedings was published in 1977, when the Faculty of
Electrical Engineering has started to work as independent high education and research institution, and the last volume
was published in 2006. In the Proceedings had been published 121 articles from 80 authors. In 2006 the Faculty of
Electrical Engineering has changed the name in Faculty of Electrical Engineering and Information Technologies. The
new Journal of Electrical Engineering and Information Technologies in fact is continuation of the old Proceedings. In
this survey the articles are numbered according the year of publishing, and this numeration is continuing in the new
Journal, with new ISSN number 2545-4250 and 2545-4269 for print and on line version respectivelly.

MPETJIE]
HA OBJABEHHTE TPYIOBH BO 22 TOINIIHOTO U3JIETYBAIE
HA 3B0PHUKOT HA TPYJIOBH HA EJTEKTPOTEXHUYKHOT ®AKYJITET BO CKOIIJE
oz, roz. 1. 6poj 1 (1977) 1o, rox. 22, 6poj 1-2 (2006)

AncTpacxkT [aneH e npersen Ha TpyaoBuTe 00jaBeHH BO 300PHUKOT Ha TPYAOBH Ha ENEKTPOTEXHHUUKUOT
¢axynter npu YHuBep3uTeToT .. Kupmn u Meroauj* Bo Ckomje, Koj H3JIeryBalie IOBPeMEHO BO IIeproaoT ox 1977 no
2006 ronuna. [IpeuoT 6poj € objaBen Bo 1977 roanuHa kora EXekTpoTeXHUYKHOT (aKkyNITeT ja 3aloyHa cBojata pabota
Kako0 CaMOCTOjHa HACTaBHAa M Hay4YHO-UCTpaKyBauka MHCTHTYLHMja W u3neryBamie a0 2006 roxuna. Bo Hero ce
ob6jaBenu 121 cratuja ox 80 aBTopH, Bo 2006 roauHa EnekTpoTeXHUUKHOT (akynTeT € mpeuMenyBaH Bo DakynTer 3a
CNIEKTPOTEXHHKA M MH(OPMAIMOHU TexHOJoruy a CIUCaHUETO 3a ENeKTPOTEXHUKA M HH(POPMAIUCKH TEXHOJIOTUH
BCYLIHOCT C€ HaJ0Bp3yBa Ha 300pHUKOT. Bo mperienoT TpynoBUTE ce HyMEPHPAaHU CHOPEN PeJOCIeoT Ha HUBHOTO
objaByBame, a HyMepaljaTa MpoJoDKyBa Bo ceramHoBo Cricanue, 3aeqHo co HoBute ISSN Opoesu 2545-4250 3a
neJaTeHara Bep3uja u 2545-4269 3a enexTpoHCKaTa Bep3uja.

1. IparocnaB Pajuuuk: Enen nokas Ha anropur- 2. Tarjana Ymuap-CraBpoBa: Enna nmocranka 3a

MOT 3a (opMmHpame Ha MaTpuuata, 300pHUK
Ha wpyoosu, tox. 1, Op. 1, ctp. 7-14, 1977.
(Pesume Ha pycku jasuk: JIparociaB Pamywy:
OnHO J0Ka3aTeNIbCTO ANTOpUTMa IS 00pa3o-
BaHUsl MaTpullel, Proceedings, Vol. 1, No. 1,
pp- 7-15, 1977).

HaMaJlyBambe Ha BEpOjaTHOCTA Ha Ipelika BO
CHCTEMHTE 3a paclo3HaBame, 300pHUK Ha
wpyoosu, rton. 1, 6p. 1, crp. 15-24, 1977
(Pesume Ha anrmucku jasuk: Tatjana Ulcar-
Stavrova: A procedure for decreasing the pro-
bability of error in pattern recognition
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systems, Proceedings, Vol. 1, No. 1, pp.
15-24, 1977).
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Jauev: A method for calculating the excitation
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antenna, Proceedings, Vol. 3, No. 2, pp. 5-14,
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dosu, tox. 3, op. 2, ctp. 31-42, 1979 (Pe3ume
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ceedings, Vol. 3, No. 2, pp. 31-42, 1979).
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simulation method for calculation of electric
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electrode, Proceedings, Vol. 3, No. 2, pp.
43-66, 1979).

9.
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77-96, 1979 (PesuMe Ha aHTIMCKU ja3uK:
Jovanka Kepeska: The scientific-technical
revolution and transformation of forces and
relationships of production of the capitalism
Proceedings, Vol. 3, No. 2, pp. 77-96 (1979).
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muku Bo EEC, 360pnuk na iupyoosu, ton. 6,
op. 3, ctp. 13-20, 1982. (Pe3umMe Ha pycKH ja-
3uk: JparocmaB Pawumy, Pucrto AukoBckum:
[IpuOMU3NTENbHBIA HEUTEPaTUBHBIA pacyer
TOTOKOPACIIPEICICHUsI TIpH  TUIAaHUPOBAHUH
JNEKTPOIHEPTrEeTUUECKUX CUCTeM, Proceed-
ings, Vol. 6, No. 3, pp. 13-20, 1982).

13. Apcen ApceHoB: EnekTpoiHaMUYKH CHJIHM Ha

14.

15.

MaKeTHH COOMPHUIM BO TPHU(A3HU CHCTEMH,
36opuux ma wpyoosu, Ttom. 6, Op. 3, cTp.
21-40, 1982 (Pe3ume Ha pycKH j3auk: ApceH
ApceHOB: DIEeKTpOJMHAMHUYECKUE CHJIBI B
Tpex(}a3HbIX cUCTeMaX MaKeTHBIX WIHH, Pro-
ceedings, Vol. §, No. 3, pp. 21-40, 1982).

Hparocnas Pajuunk, Muto 3naranocku: IToc-
Tarka 3a MpecMeTyBamke Ha peaylrpaHa MaT-
punia Z, 36opnux na pyoosu, rop. 6, op. 3,
cTp. 41-46, 1982. (Pe3suMe Ha pPYCKH j3auK:
Hparocmap Pamumda, Muto 3maranocku: Me-
TOJ TIONYYEHHUS COKPAIEHHOW MaTpHIIBI y3-
OBBIX coOTNpoTuBIcHUU, Proceedings, Vol. 6,
No. 3, pp. 41-46, 1982).

Munan Yynnes: [Ipumena na Knocosara pa-
BEHKA Ha aCHHXPOHEH MOTOP CO JIBOCH Kades,
36opuux na wpyoosu, rtom. 6, O6p. 3, cIp.
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16.

17.

18.

47-56, 1982 (Pesume Ha aHTJHMCKH ja3UK:
Milan Cundev: Application of the Kloss'es
equation to the double squirrel cage induction
motor, Proceedings, Vol. 6, No. 3, pp. 47-56,
1982).

Jlunuja IlerkoBcka: Jluneapuu Tpancdopma-
MK Bp3 MaTpUIlaTa Ha WHIYKTHBHOCTH Ha
CUHXPOHU MAIIMHU CO HMCIIAKHATH MarHETHH
TIOJIOBH, 300pHuUK Ha tpyodosu, ToI. 6, Op. 3,
cTp. 57-68, 1982 (Pe3nmMe Ha aHTIIMCKHU ja3UK:
Lidija Petkovska: Linear transformations on
the matrix of inductances in synchronous
salient pole machines, Proceedings, Vol. 6,
No. 3, pp. 57-68, 1982).

Munan YynneB: EnHa MeTona Ha KOHCTPYK-
ja Ha KpyXXeH AWjarpaM Ha acHHXPOHEH
MOTOP CO IBOCTPYKH Kades, 360pHuk Ha ipy-
dosu, Tox. 6, op. 3, ctp. 69-80, 1982 (Pe3nme
Ha aurmucku jasuk: Milan Cundev: One
method of construction the circle diagram for
double souirrel cage induction motor,
Proceedings, Vol. 6, No. 3, pp. 59-80 (1982).

Emm3nb6era Jlazapeecka: OTkpuBame U ojjie-
JyBamkbe Ha KPATHUTE MOJIOBU Ka] JTUHAMUYKH-
T€ CUCTEeMH, 300pHUK Ha iWipydo6u, TOA. 6, Op.
3, ctp. 81-88, 1982 (Pe3ume Ha aHIIIUCKH ja-
3uk: Elizabeta Lazarevska: Dynamic systems
multiple poles detection and separation,
Proceedings, Vol. 6, No. 3, pp. 81-88 (1982).

19.Toue Apcos: Ilpumep Ha ympaByBame Ha

20.

21.

UKJIOKOHBEPTOP IPHMEHET 32 HAIlOjyBamke Ha
ACHHXPOH MOTODP BO €JIEKTPOMOTOpPEH IMOTOH
€0 KOHCTaHTeH MOMEHT Ha OITOBapyBambe,
360pnux na wpyoosu, rox. 6, 6p. 3, crp. 89—
100, 1982 (Pe3ume Ha aHrmcku jasuk: Goce
Arsov: Control of cycloconverter for feeding
induction motors in constant torque drive,
Proceedings, Vol. 6, No. 3, pp. 89-100, 1982).

[Tan4o Bpanranos: PacnopenyBau Ha UMIy:-
CH HaMEHeT 3a KacKaJHO BKIy4dyBame Ha II0-
rojieM Opoj THPUCTOPH Kaj TTOBEKEKEH]jCKUTE
HWHBEPTOPH, 300pHUK Ha tpydosu, To1. 6, Op.
3, ctp. 101-106, 1982 (Pesume Ha pyckH ja-
3uk: [lanuo Bpanranos: PacnpenenurensHoe
YCTPOHCTBO U1 OOPEUEPEAHOTO OTIIUPAHHS
TUPUCTOPOB B MHOTOSYEHKOBBIX HHBEPTOPAX,
Proceedings, Vol. 6, No. 3, pp. 101-106,
1982).

Muxaun ToneB: ExcriepuMEHTATHU NPUIIO3U
OKOJIy JIOKalfjata Ha y-(a3ara Ha CHCTEMOT
Cu-Sb, 360pnux na iupyoosu, rton. 9, op. 4,
ctp. 5-12, 1986. (Pe3umMe Ha aHTIIMCKU ja3HK:

Ciiuc. Enexiupoiuexn. Ung. Texnon. 1, 1-2 (cymnement), 103116 (2016)

Mihail Tolev: Experimental Contribution to
the y-phase Location in the Cu-Sb Alloy, Pro-
ceedings, Vol. 9, No. 4, pp. 5-12, 1986).

22. bopo IlumepeBcku: 3a nuHeapHuTe aude-

23.

24,

25

26.

27.

PEHIIMjTHA PABEHKHU OJ BTOP PEll, YUe OMIITO
pellieHue € TOJUHOM, 300pHuUK HaA UPYyOosU,
roa. 9, Op. 4, crp. 13-18, 1986. (Pesume Ha
¢pannycku jasuk: Boro Piperevski: Sur des
egnations differentielles lineaires du duxieme
ordre qui solution generale est polynom, Pro-
ceedings, Vol. 9, No. 4, pp. 13-18, 1986).

Hukomna Ilonos: Kputepnymu 3a oapenyBame
Ha PeKUMUTE Ha IBO(GA3HO CTpyerme Ha pas-
JagyBadoT BO CHUMHYBAukuoT BoJg Ha PWR
PEaKTOpCKU cal BO aKOWJIEHTaJeH ClIydaj,
360opuux na wpyoosu, rtom. 9, op. 4, cIp.
19-44, 1986 (Pe3ume Ha aHITIHCKH ja3uk: Ni-
kola Popov: Coolant Two-Phase Flow Regime
Criteria in the PWR Reactor Vessel Down-
comer in Accidental Situations. Proceedings,
Vol. 9, No. 4, pp. 1944, 1986).

Emm3zabera JlazapeBcka: AHaIHTHYKA CHHTE3a
Ha KJ1acaTa JTUHEapHU JUCKPETHU peryianuo-
HU CHCTEMH OJ] BTOP pell CO KOHCTAaHTHU KOH-
LHEHTPUPAHU TapaMeTpH, 300pHUK HA py-
dosu, Toa. 9, op. 4, ctp. 45-56, 1986. (Pe3nme
Ha aHMcku jasuk: Elizabeta Lazarevska:
Analytic Synthesis of Second Order Linear
Discrete Control Systems with Constant Para-
meters, Proceedings, Vol. 9, No. 4, pp. 45-56,
1986).

. Kupun Kornes, briaroj Jumutpos: CpenHu u

KOHCTaHTHU CAaTHU BPEJIHOCTH Ha MHTEH3H-
TETOT Ha COHYEBOTO 3pauemhe¢ U HUBHATA yIIO-
TpeOHa BpeIHOCT, 360pHUK HA WpyOosU, TOJ.
9, 6p. 4, ctp. 57-68, 1986 (Pesume Ha dpan-
nycku jasuk: Kiril Kocev, Blagoj Dimitrov:
Valeurs moyennes et constantes de 1'intensite
du rayonnement solaire et leur application,
Proceedings, Vol. 9, No. 4, pp. 57-68, 1986).

Pucto K. AukoBcku: Enen Op3 u edukacen
aNropuTaM 3a pellaBarkbeé Ha paBeHKara Ha
cocrojoara, 36opuux ua wpyoosu, rtoja. 10,
Op. 5, ctp. 5-18, 1987 (Pesume Ha aHTIIHCKH
jasuk: Risto Ackovski: Fast and effictent
method for solving the state equation, Pro-
ceedings, Vol. 10, No. 5, pp. 5-18, 1987).

Huxona K. ITomor: HecramnonapeH IBoIu-
MeH3WOHaJIeH JBodaseH Mmoxaen Ha Oajmac
CTPYEHETO Ha Pa3NiagyBadoT BO PEAKTOPCKUOT
cumHyBauku Box npu LOCA, 36oprux mna
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28.

29.

30

31.

wpyoosu, roxa. 10, 6p. 5, crp. 19-40, 1987
(Pesume Ha anrmucku jasuk: Nikola K. Popov:
A transient two-dimensional two-phase model
of ECC bypass flow in the reactor vessel
downcomer in case of loca, Proceedings, Vol.
10, No. 5, pp. 19-40, 1987).

Humurtap Xagn-Muies, Hukona ITonos: Mo-
JIeNT Ha TOBTOPHO IMOTOIMYBamke Ha aKTHBHATA
30Ha Ha PWR peaktop 1o MakcumaiHa mpo-
eKTHa XaBapuja, 300pHUK Ha Wpyoosu, TOJI.
10, 6p. 5, crp. 41-54, 1987 (Pe3ume Ha aH-
ruckd jasuk: Dimitar HadZt-MisSev, Nikola
Popov: A model of PWR reactor core reflood-
Ing followtng a large break loca, Proceedings,
Vol. 10, No. 5, pp. 41-54, 1987).

JbyOen JaneB: 3a eHeprujaTa Ha €JIEKTPHUYHO-
TO ¥ MarHeTHO ToJye, 360pHUK Ha WpYyoosu,
rox. 10, Op. 5, ctp. 55-62, 1987 (Pe3ume Ha
aHrmcky jasuk: Ljuben Janev: On the energy
of electro and magnetic field, Proceedings,
Vol. 10, No. 5, pp. 55-62, 1987).

. JbyOen JaneB: 3a mocToemeTO Ha €qHA Kiraca

peinreHrja Ha MakCBeJIOBUTE paBEHKH, 300p-
Hux na wpyoosu, toa. 10, 6p. 5, ctp. 63-70,
1987 (Pesume Ha aHriaucku jasuk: Ljuben
Janev: On existance of one class of solutions
of Maxwell's equations, Proceedings, Vol. 10,
No. 5, pp. 63-70, 1987).

Kupnn Korner: @yakunonupame Ha GOTOBOI-
Tam4eH CHCTEM CO aKyMyJlaTopcKa OaTepja 3a
MyMITae Ha BOJA, 300pHUK HA TUPYO08U, TO/.
10, op. 5, ctp. 71-82, 1987 (Pe3ume Ha dpan-
nycku jasuk: Kiril Kocev: Fonctionnement
d'un system photovoltaique de pompage ao fil
de batterie, Proceedings, Vol. 10, No. 5, pp.
71-82, 1987).

32. Pucro K. AuxoBcku, [IparociaB A. Pajuuuk:

33.

HoB MeTon 3a mpecMeTKka Ha HMOTEHIIHjAIUTE
Ha cTonOoBUTE Tpu enHo(da3Ha Kyca BpCKa,
360opnux na wpyoosu, rton. 10, 6p. 5, c1p.
83-90, 1987 (Pe3uMe Ha aHIJIMCKH ja3uK:
Risto K. Ackovskl, Dragoslav A. Raji¢i¢: A
new method for transmission towe potentials
calculation under ground faults, Proceedings,
Vol. 10, No. 5, pp. 83-92, 1987).

Bopo M. IlumepeBcku: 3a exHa reHepanu3a-
ja Ha GopmynaTa Ha Poxpurec, 36opnux na
wpyoosu, roxa. 10, 6p. 5, crp. 93-98, 1987
(Pesume Ha anrmucku jasuk: Boro M. Pipe-
revski: One generalization for ones of Rod-

riges' formula, Proceedings, Vol. 10, No. 5,
pp- 93-98, 1987).

34. Mapuja Kyjymyuesa-Huxonoscka: Edexrus-

HU YCIIOBH 32 KOHBEpPIeHIIja HA UTePATUBHH-
oT MeToA Ha IbyTH co Op3mHa Tpu 3a pemana-
e Ha pealTHU paBEeHKH, 300pHUK HA TPy 008,
rox. 10, 6p. 5, ctp. 99-104, 1987 (Pe3nme Ha
aHrmucku jasuk: Marija Kujumdzieva-Niko-
lovska: The effective conditions for conver-
gence of Newton's iterative method of order
there for solving real equations, Proceedings,
Vol. 10, No. 5, pp. 99-104, 1987).

35. Unnja A. lllankapes: Enna ¢gopmyina 3a mo-

JMHOMHO pellleHHe Ha e/lHa Kjaca JIMHeapHH
mudepeHnnjaTHd  paBeHKH OJ BTOp pex,
36opnux na wpyoosu, rtox. 10, o6p. 5, crp.
105-112, 1987 (Pe3ume Ha repMaHCKH ja3uK:
Ilija Sapkarev: Eine Formel der Polynomng-
sung einer Klasse der linearen Differential-
glechung der zweiten Ordnung, Proceedings,
Vol. 10, No. 5, pp. 105-112, 1987).

36. Ilerap P. Jlazos, Jbymuo M. Komapes: Henos-

PaTHOCT Ha CIIy4ajHO CKUTAE I10 IIPaBa OIH-
[IaHO CO JIaHeI O BTOp pexA, 300pHux Ha
wpyoosu, tox. 11-13, 6p. 6-7, ctp. 7-18,
1990 (Pesume Ha anrnmcku jasuk: Petar R.
Lazov, Ljupco M. Kocarev: Nonrecurrency of
a random walk along a straight line described
with second order chain, Proceedings, Vol.
11-13, No. 6-7, pp. 7-18, 1987).

37. JbyOen Janes, JIuauja Omnosnocka: ExBuBaiieH-

TEH MOJYNPEYHUK Ha MIPOBOJHUIIN CO MPaBoa-
roeH u L HampeweH mpecek, 300pHux Ha
wpyoosu, tona. 11-13, 6p. 6-7, ctp. 19-26,
1990 (Pesume Ha aHrmMCcKH jasuk: Ljuben
Janev, Lidija Ololoska: Equivalent radius of
conductors with rectangular and L cross sec-
tion, Proceedings, Vol. 11-13, No. 6-7, pp.
19-26, 1990).

38. Bopo M. [unepeBcku: 3a enHa TpaHcopMa-

[Mja Ha KJlaca JIMHeapHW IudepeHIrjamTHu
paBeHKHU O]l BTOp pell, 300pHuUK Ha tpyoosu,
rox. 11-13, 6p. 67, ctp. 27-34, 1990. (Pe3u-
Me Ha aHrmcku jasuk: Boro M. Piperevski:
One transformation of a class of linear dif-
ferential equations, of the second order, Pro-
ceedings, Vol. 11-13, No. 6-7, pp. 27-34,
1990).

39. bopo M. IlunepeBcku: 3a eneH pe3ynrar BO

BpPCKa CO OIIITH MOJHHOMHU DEIIeHHja Ha
KJjaca JIMHEapHU IU()EPEHIINjaTHH PaBEHKH,
36opnux na wpyoosu, roum. 11-13, 6p. 6-7,
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40.

41.

42.

43.

44.

45.

ctp. 35-38, 1990 (Pe3ume Ha aHTIUCKU ja3uK:
Boro M. Piperevski: On a result concerning
general polynomial solutions of a class of
differential equations, Proceedings, Vol.
11-13, No. 6-7, pp. 35-38, 1990).

bopo M. IlunepeBcku: 3a emHa crenyjaiHa
JIeTepMUHAHTA, 300pHUK HA UpYy006U, TO/I.
11-13, op. 6-7, ctp. 39-46, 1990 (Pe3ume Ha
anriucky jasuk: Boro M. Pirerevski: On one
special determinant, Proceedings, Vol. 11-13,
No. 6-7, pp. 3946, 1990).

WNnmja A. IllanmkapeB: 3a eaeH KOHTYpeH
Tpo0IJIeM O] TPETH pell, 300pHUK HaA TUPYO08U,
rox. 11-13, 6p. 6-7, ctp. 47-54, 1990 (Pe3ume
Ha aHrMckd jasuk: Ilija A. gapkarev: On a
third-order contour problem, Proceedings,
Vol. 11-13, No. 6-7, pp. 47-54, 1990).

Nnuja A. lllankaper: KoHcTpyKIMja Ha JTHHE-
apHu audepeHlrjaTHl PaBeHKH Of YeTBPTU
pell YNU MHTErpaju c€ NMPOU3BOIU Of MHTET-
paTuTe U HUBHHUTE W3BOJAU HA JIMHEAPHH IIU-
(epeHITjaTHN PaBEHKH 01 BTOp pex, 360pHuk
Ha wpyoosu, roa. 11-13, 6p. 6-7, cTp. 55-62
1990 (Pesume nHa anrimcku jasuk: Ilija A.
Sapkarev: Construction of fourth-order linear
differential equations, the integrals of which
are products of the integrals and their de-
rivatives of second-order linear differential
equations, Proceedings, Vol. 11-13, No. 6-7,
pp. 55-62, 1990).

Codwuja bormanos: OnTuMamHU JAUTUTATHU
(bunTpU CO KOHEYHA JIOJKHHA Ha KOSQHIIUECH-
tute, 300pHux na wpyoosu, ron. 11-13, oOp.
6-7, ctp. 63-72, 1990 (Pe3mme Ha aHTIMCKH
jasuk: Sofija Boqdanov: Optimal digital filters
with finite word length coefficients, Pro-
ceedings, Vol. 11-13, No. 6-7, pp. 63-72,
1990).

Mapuja Kanapcka: Enen HaumH 3a 3a0p3yBa-
b€ Ha MPOLECOT Ha aHaJlu3a Ha IUTUTAIHU
(GUITPH CO CHMETpHYHA CTPYKTYpa, 360pHuK
Ha ipyoosu, ron. 11-13, 6p. 6-7, ctp. 73-82,
1990 (Pesume Ha aHrimcku jasuk: Marija
Kacarska: One way to make faster analysing
digital filters with symetric structure, Pro-
ceedings, Vol. 11-13, No. 6-7, pp. 73-82,
1990).

Hparocnas Pajuunk, Pucro Aukoscku: [Tpak-
TUYHA HEAETePMHHUCTHYKA IIOCTalKa 3a OIl-
penenyBambe Ha ONTHMAlHAaTa HWHCTalIMpaHa
MOKHOCT Ha ypeAuTe 3a KOMIIe3alija Ha pe-
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46.

47.

48.

49.

50.

51.

aKTUBHA MOKHOCT, 300pHUK HA TpYyO06U, TOJI.
11-13, 6p. 6-7, ctp. 83-90, 1990 (Pe3ume Ha
nondeterministic method for optimal com-
pensation in radikal networks, Proceedings,
Vol. 11-13, No. 6-7, pp. 83-90, 1990).

Hamjan JI. Xpuctoscku: Mepeme Ha Koe(u-
IUEHTOT Ha 3ary0uTe Ha HMOKHOCT MpPH pa3-
JUYHU TEMIEepaTypu Ha TEHEPAaTOPUTE BO
CMUCOJI Ha MpOIieHa Ha cocToj0aTa Ha M30Ja-
nyjara, 36opHux Ha wpyodosu, Tox. 11-13, op.
6-7, ctp. 91-100, 1990 (Pe3nme Ha aHTIUCKH
jasuk: Damjan D. Hristovski: Measurement of
the coefficient of losses at various tempera-
tures of generators in the sense of estimation of
the state of isolation, Proceedings, Vol. 11-13,
No. 6-7, pp. 91-100, 1990).

Kupun Komes: CrpyjHO HamoHCKa KapakTe-
PUCTHKa Ha TIaHEN BO pEajHH YCIOBHU, 360p-
HuK Ha wpyoosu, ton. 11-13, op. 6-7, ctp.
101-112, 1990 (Pe3ume Ha aHTJIMCKH ja3uK:
Kiril Kocev: Current-voltage panel char-
acteristic in real conditions, Proceedings, Vol.
11-13, No. 6-7, pp. 101-112, 1990).

Emun PymikoB: Ontuuku pe3oHatop, 300pHux
Ha iupyoosu, rton. 11-13, Op. 6-7, crp.
113-130, 1990 (Pe3ume Ha aHTJIMCKH ja3uK:
Emil Ruskov: Optical resonators, Proceed-
ings, Vol. 11-13, No. 6-7, pp. 113-130,
1990).

Bnatko Yunrocku: Exen HaunH 3a onpeaeny-
Bame Ha CTaOWIHOCTa Ha Kade3eH acCHHXPO-
HEH MOTOp HAIlojyBaH OJ M3BOP Ha MPOMEH-
nuBa (QpeKBeHIM]ja, 360PHUK HA TUPYOOsuU,
rog. 11-13, 6p. 6-7, ctp. 131-140, 1990 (Pe-
3uMe Ha anrmucku jasuk: Vlatko Cingoski: A
method for determination the stability of
squirrel-cage induction motor with changeable
frequency supply, Proceedings, Vol. 11-13,
No. 6-7, pp. 131-140, 1990).

Enmmnzabera JlazapeBcka: Monenupame Ha XO-
PU30OHTAITHOTO JBWKEH-E M MPaBEIOT Ha JBU-
XKeme Ha Opon, 300pHux Ha Wpyoosu, TOJ.
11-13, 6p. 6-7, ctp. 141-170, 1990 (Pe3ume
Ha aHrucku jasuk: Elizabeta Lazarevska:
Modelling of the horizontal movement and the
direction of a ship, Proceedings, Vol. 11-13,
No. 6-7, pp. 141-170, 1990).

JbyGOen Janes: Enen mogoOpeH anropuTtaM 3a
peliaBame Ha JBOJAMMEH3MOHaTta JlarmmacoBa
JudepeHIjaiHa paBeHKa, 300pHUK HA TUpy-
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52.

53.

54.

55.

56.

oosu, rton. 11-13, 6p. 6-7, crp. 171-176,
1990 (Pesume Ha aHramcku jasuk: Ljuben
Janev: One improved algorithm for colving the
the twodimensional Laplase's differential eq-
uation, Proceedings, Vol. 11-13, No. 6-7, pp.
171-176, 1990).

Pucro Munosckm: 20 romuHH 07 iaboparo-
pujaTa 3a BUCOK HaloH Ha EllekTpoTexHUYKu-
ot ¢akynret Bo Ckorje, 300pHux na mpyoosu,
rox. 11-13, 6p. 6-7, ctp. 177-194, 1990. (Pe-
3MME Ha aHTIUCKH jasuk: Risto Minovski:
Twenty years of the high voltage laboratory at
the Faculty of Electrical Engineering in Skop-
je, Proceedings, Vol. 11-13, No. 6-7, pp.
177-194, 1990).

Crojan YynneB, Hukona Yekpenu, Bemimup
Ounmunoscku, Crojan Hukonoscku: JIBaecer
roAnHU jyOmiej Ha JaboparopHjara 3a eiek-
TpPOTepMHja P ENEKTPOTEXHUYKHOT (BaKyJ-
tetT Bo Ckooje, 360pHux Ha wpyoosu, TO].
11-13, 6p. 6-7, ctp. 195-208, 1990 (Peznme
Ha auraucku jasuk: Stojan Cundev, Nikola
Cekredzi, Velimir Filipovski, Stojan Nikolov-
ski: Twenty years of the electroheat laboratory
at the Faculty of Electrical Engineering in
Skopje, Proceedings, Vol. 11-13, No. 6-7, pp.
195-208, 1990).

Mertonuja Kamunoscku: Pa3Boj Ha enekTpo-
HUKaTa KaKo WHAYCTPUCKA I'PaHKa BO CPEAHO-
pounnotT nepuof 1986—1990 roguna Bo CPM,
360opuux na wpyoosu, toxa. 11-13, 6p. 6-7,
ctp. 209-224, 1990 (Pe3ume Ha aHTIIUCKH ja-
3uk: Metodija Kamilovski: The development
of the electronics industry during the
middle-term period 1986-1990 in SR Mace-
donia, Proceedings, Vol. 11-13, No. 6-7, pp.
209-224, 1990).

Jby6omup Ctpe3oB: BepojaTtHocT Ha rpemnka
Bo M-QAM curnanure, 360pHux Ha ipyoosu,
rog. 11-13, 6p. 6-7, ctp. 225-239, 1990 (Pe-
3MM€E Ha aHIJIMCKH ja3uK: Ljubomir Strezov:
Probability of error by M-QAM signals,
Proceedings, Vol. 11-13, No. 6-7, pp.
225-239, 1990).

Wnuja llankapes: KoHcTpykuuja Ha TUHEap-
HU AU epeHInjaHA PABEHKH OJ1 TPET pell YLn
MHTETpalld Cce MPOH3BOIU O]l MHTETPAJUTE U
HUBHUTE W3BOJAM Ha JIMHEAPHU ITH(EPECHIH-
jaITHU paBeHKH O Btop pen, 360pHux Ha wpy-
odosu, rton. 11-13, 6p. 6-7, ctp. 240-249,
1990 (Pe3sume Ha anraucku jasuwk: Ilija
Sapkarev: Construction of third-order linear

differential equations, the integrals of which
are products of the integrals and their deriva-
tives of second-order linear differential equa-
tions, Proceedings, Vol. 11-13, No. 6-7, pp.
240-249, 1990).

57. bnaroj Xauyucku: Jlanu ceramHara nocTamnka

3a OJIpe/lyBame Ha MOTCHIU]aJIOT Ha 3a3eM]y-
BayWTE € OINTOBApEHAa CO €]lHA CUCTEMAaTCKa
rpemika. 30. wp. Enexiupoiiex. ¢ax. — Cronje,
rona. 14, 6p. 8, ctp. 1-6, 1991 (Pesume Ha an-
rmcku jasuk: Blagoj Handziski: Is the Present
Procedure of the Determining the Values of
Electrical Power Station Ground Potential
Rise an Error, Proceedings, Vol. 14, No. 8, pp.
1-6, 1990).

58. parocnae Pajuuuk, Becna Boposzan, Pucto

AdKOBCKH: Anroputam 3a (opMmupame Ha
MaTpHIaTa Ha UMIIEAaHIIMUTE Ha HE3aBUCHHUTE
KOHTYpHY W 3a Hej3uHaTa Moaudukanudja, 36.
wp. Enexiupoiuex. ¢hax. — Cronje, ron. 14, Op.
8, ctp. 7-14, 1991 (Pesmme Ha aHTJIHMCKH:
Dragoslav Rajici¢, Vesna Borozan, Risto
Ackovski: An Algorithm for Loop Impedance
Matrix Construction and It's Modifications,
Proceedings, Vol. 14, No. 8, pp. 7-14, 1990).

59. Bnagumup dumue, bnaroj Xanpmcku: Hy-

MepHYKa MeToJla 3a MHTEepIpeTanyja Ha pe-
3YJITaTUTE OJ TCOCICKTPUYHOTO COHJUPAE
nobueHn co BeprepoBara mertoma, 36. iup.
Enexipoiuex. ¢pax. — Cronje, tox. 14, 6p. 8,
ctp. 15-22 (1991 (Pe3ume nHa anrnucku: Vla-
dimir Dim¢ev, Blagoj HandZiski: Numerical
Method for Interpretation of Soil Resistivity
Measurements Obtained by the Wernner
Method, Proceedings, Vol. 14, No. 8, pp.
15-22, 1990).

60.'opan PadajmoBckn, Hukoma. Ilamanuk:

[IpuMena WHKpEMEHTAIHUTE EHKOAEPH BO
MHKPOIIPOLIECOPCKO YIpPaBYBaHUTE €JIEKTPO-
MOTOPHH MOTOHH, 36. ip. Enexiupoitiex. ¢ghax.
— Ckonje, ton. 14, 6p. 8, ctp. 23-26, 1991
(Pesume Ha anmrmucku: Goran Rafajlovski,
Nikola Pasali¢: Application of digitai speed
encoder in microprocessor-controlled motor
drives, Proceedings, Vol. 14, No. 8, pp.
23-26, 1990).

61. Kupun Komues, Bnagumup Jumues, bnaroj

JumutpoB: MareMaTuyko MOJENUpame Ha
HAOHCKUTE W EHEePreTCKUTE TMPOLECH BO
OJIOBHUTE aKymylaTopu, 30. wp. Enexiupo-
wiex. ¢ax. — Ckonje, rtoxa. 14, op. 8, crp.
27-32, 1991 (Pe3ume Ha anrnucku jasuk: Kiril
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62.

63.

64.

65.

66.

Kocev, Vladimir Dimcev, Blagoj Dimitrov:
Mathematical Modeling of Voltage and En-
ergy Processes in a Lead-acid Batterv, Pro-
ceedings, Vol. 14, No. 8, pp. 27-32, 1990).

Ilerap Jla3oB: Peasinn monuHOMU, KO C€ JIHU-
HeapHa KOMOHMHaIMja OJl CTENEeHH Ha HEKOj
monuHoM, 36. wip. Enexiupoiuex. ¢hax. —
Ckonje, ton. 14, 6p. 8, ctp. 39-40, 1991 (Pe-
3MMe Ha aHIMCKHU ja3uk: Petar Lazov: Real
Polynomials Expressed by Linear Combina-
tions of Powers of Certain Polynomials, Pro-
ceedings, Vol. 14, No. 8, pp. 33-40, 1990).

l'opan Padajnoscku, Hukona [Tamanuk: Cun-
Te3a Ha PeryJjalucKUOT Kpyr Ha Op3uHaTa Ha
MHKPOIIPOIIECOPCKH YIIPaByBaH €IEKTPOMO-
TOpPEH MOTOH BO CTapT-CTON PEXXUM Ha paboTa,
36. wp. Enexiupoitiex. gpak. — Cronje, ton. 14,
op. 8, crp. 42-47, 1991 (Pe3ume Ha aHTIIUCKH
jasmk: Goran Rafajlovski, Nikola Pasali¢:
Synthesis of Speed Control Loop of Mikro-
procesor-Controlled Motor Drive in a start--
stop working Mode, Proceedings, Vol. 14, No.
8, pp. 41-47, 1990).

Hukona Peukockn: Hekon ananmmtudku ¢yH-
KUWHU JeUHUPAHU CO TUCTPHOYLUH, 30. iUp.
Enexwpouex. gpax. — Cronje, ron. 14, op. 8,
cTp. 46-51, 1991 (Pe3ume Ha pyCcKH jasuKk:
Hukona Peukocku: Hekoropele aHamuThuec-
Kkue (yHKIUM omIpexnese3HHble paclpesesne-
HusiMu, Proceedings, Vol. 14, No. 8, pp.
46-51, 1990).

Jbymao Komapes, Jbymuo Kapanmaos, XKapko
TaceB: CuHXpoHHM3alMja Ha JBOjHA CIUpaia
XaOTUIHHOT aTpakTop, 30. iup. Enexiipoitex.
¢ax. — Cronje, ron. 14, op. 8, crp. 53-61,
1991 (Pe3ume Ha aHrimckd jasuk: Ljupco.
Kocarev, Ljupéo. Karadzinov, Zarko Tasev:
Synchronization of Double Scroll Chaotic At-
tractor, Proceedings, Vol. 14, No. 8, pp.
53-58, 1990).

Jlunmja IletkoBcka, Munan Yynnes: CoBpe-
MEH TPHUCTaN KOH aHaju3aTa Ha KapakTepuc-
TUKUTE Ha €JICKTPOHUYKH YIIPaByBaH CHHXPOH
MoTop, 36. wip. Enexiupotiex. gpax. — Cronje,
rox. 15, 6p. 9-10, ctp. 1-8, 1991 (Pe3ume Ha
anroucku jasuk: Lidija Petkovska, Milan
Cundev: A modern acces to the analysis of an
elechronically operated syncronous motor's
characretistics, Proc. Dep. Electr. Eng. —
Skopje, Vol. 15, No. 9-10, pp. 1-8, 1992).

Ciiuc. Enexiupoiuexn. Ung. Texnon. 1, 1-2 (cymnement), 103116 (2016)

67.

68.

69.

70.

71.

72

Dragoslav Rajici¢, Risto Ackovski: Weakly
meshed power flow using oriented ordering
and voltage corrections, Proc. Dep. Electr.
Eng. — Skopje, Vol. 15, No. 9-10, pp. 9-14,
1992 (Pe3ume Ha MakeIOHCKH ja3uk: J[paroc-
naB) Pajuunk, Pucto) Aukoscku: IIpecmerka
Ha HAMOHM BO MPEXHTE CO PEIaTHBHO Mall
Opoj Ha KOHTYPH CO TIOMOII Ha OPHUEHTHPAHO
nocpealyBambe M KOpEeKIUH Ha HaloHUTe, 30.
wp. Enexiporiuex. ¢pax. — Cronje, ron. 15, Op.
9-10, ctp. 9-14, 1991),

Bnamumup Jumues, bnaroj Xanucku: Ilpu-
MEHa Ha METO]l Ha ONTHYKa aHaJIOTHja 3a J0-
OuBame Ha TEOPETCKUTE KPUBU Ha NPUBUIHU-
OT crienu(uyYeH OTIOP BO MOBEKECIIOjHA T'e0-
eNeNIeKTpUYHA CpeuHa, 36. ip. Enexiupoilex.
¢gax. — Cronje, top. 15, 6p. 9-10, ctp. 15-21,
1991 (Pe3sume Ha aHraMcku jasuk: Vladimir
Dimcev, Blagoj Handziski: Determination of
apparent resistivity theoretical curves in mul-
ti-layer earth strucrure with the method of op-
tical analogy, Proc. Dep. Electr. Eng. —
Skopje, Vol. 15, No. 9-10, pp. 15-21, 1992).

JbyOen Janes, Jluauja Ononocka: AHanu3a Ha
NPEOTHUTE PEKUMHU Kaj LMWITUHIPUIHUTE aH-
TEHU BO BPEMEHCKH JIOMEH, 36. ip. Enexipo-
wex. ¢gpax. — Cronje, ron. 15, 6p. 9-10, crp.
23-26, 1991 (Pe3uMe Ha aHIIMCKH ja3WK:
Ljuben) Janev, Lidija Ololoska: Time domain
analysis of transient responses of cyiindricat
antennas, Proc. Dep. Electr. Eng. — Skopje,
Vol. 15, No. 9-10, pp. 23-26, 1992).

Coduja bormanoBa: IlpecnukyBame Ha WH-
JISKCUTE TIPH UHJAMPEKTHO TPECMETYBambe Ha
DCT co nexommo3ulija Ha MpocTu (axTop,
36. wp. Exexiupoiuex. ¢pax. — Cronje, Ton. 15,
op. 9-10, crp. 27-29, 1991 (Pe3ume Ha aH-
rmcky jasuk: Sofija Bogdanova: Index map-
ping for a prime-factor-decomposed indirect
computation of DCT , Proc. Dep. Electr. Eng.
— Skopje, Vol. 15, No. 9-10, pp. 27-29, 1992).

Hparan Huuora: Ananmsa Ha TpelIKUTE Ha
KBaHTH3alMja Kaj anroputmute 3a DFT Bo
apuTMeTHKa co (UKCHa TouKa, 30. itp. Enex-
wpoitiex. ¢hax. — Ckonje, ron. 15, 6p. 9-10,
ctp. 31-36, 1991 (Pe3ume Ha aHTIIMCKH ja3uK:
Dragan Nicota: Fixed-point error analysis of
aigorithms for discrete Fourier transform,
Proc. Dep. Electr. Eng. — Skopje, Vol. 15, No.
9-10, pp. 31-36, 1992).

. Mihail. Tolev, Kornelija Stojanova, Zafir Sto-

janov, Stanoja Stojmenov, Aleksandar Niko-
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73.

74.

75.

76.

77.

lovski: Debay's Temperature of the Sintered
Cu-Ni Alloys estimated by ultrasonic measu-
rements, Proc. Dep. Electr. Eng. — Skopje,
Vol. 15, No. 9-10, pp. 3741, 1992 (Pe3ume
Ha MakeJoHCKU jasuk: Muxaun Tones, Kop-
Heauja CrojanoBa, 3adup CrojanoB, CtaHoja
CroumenoB, Anexkcangap Hukomoscku: [le-
OacBa Temmeparypa Ha cuHTepyBaHH Cu-Ni
JIETYpH OTpeNeNIeHH CO MOMOII Ha yATpa3ByY-
HU Mepewa, 36. wp. Enexiupoiuex. gak. —
Ckonje, Ton. 15, 6p. 9-10, ctp. 3741, 1991).

Wnuja. A. Ilanxapes: KsaapaTtu ox perienuja
Ha audepeHIHN paBeHKU O] BTOp pell Kako
pemnreHyja Ha TU(EPEHIIHN PaBEeHKH O]l TPET -
pen, 36. wp. Enexiupoinex. ¢ax. — Cronje,
roa. 15, 6p. 9-10, ctp. 4344, 1991 (Pe3ume
Ha repmaHcku jasuk: Ilija A. Sapkarev:
Kvadrate der Integrate der
Differenzengleichungen der zweiten Ordnung
als Losungen der Differenzengleichungen der
dritten Ordnung, Proc. Dep. Electr. Eng. —
Skopje, Vol. 15, No. 9-10, pp. 4344, 1992).

Bopo IMumepescku, Mutpym Ilerpymes: 3a
enen pesynrar Ha Fenyes Tamds, 36. wp.
Enexmpoiex. ¢pax. — Cronje, ton. 15, 0Op.
9-10, ctp. 45-48, 1991 (Pe3nume Ha aHTIIMCKH
jasuk: Boro Piperevskl, Mitru$ Petrusev: On a
result of Fényes Tamds, Proc. Dep. Electr.
Eng. — Skopje, Vol. 15, No. 9-10, pp. 45-46,
1992).

Tomislav. Dzekov: What is refractive opticai
bistabiiity?, Proc. Dep. Electr. Eng. — Skopje,
Vol. 16-17, No. 1-2, pp. 3-19, 1993/94 (Pe-
3UMe Ha MaKeIOHCKH ja3uk: Tomucias [lexoB:
[To e Toa pedpakTHBHA ONTHYKA OHCTAOMI-
HOCcT?, 30. wup. Enexiupoiuex. gpak. — Ckronje,
rog. 16-17, 6p. 1-2, ctp. 3-16, 1993/94).

Crojan UynneB: EnHocTaBHE eKCIEpHMEHTH
3a IOK@XyBambe Ha [I0CTOCHETO Ha MOKHOCTa
Ha jucTtop3uja, 36. wp. Enexiupoiuex. ¢ak. —
Ckonje, ton. 16-17, 6p. 1-2, ctp. 17-30,
1993/94 (Pe3umMe Ha aHTIUCKH ja3uk: Stojan
Cundev: Experiments simples demonstrant
que la puissance de distorsion existe vraiment,
Proc. Dep. Electr. Eng. — Skopje, Vol. 16-17,
No. 1-2, pp. 17-30, 1993/94).

Hparocnas Pajuunk, Pyoun Tanecku: Meron
3a aHalM3a Ha 3a3eMjyBauku cuctemu, 30. ip.
Enexmpouuex. ¢pax. — Cronje, ron. 1617, op.
1-2, ctp. 31-37, 1993/94 (Pe3ume ma anrmuc-
Kk jasuk: Dragoslav Rajici¢, Rubin Taleski: A
method for grounding system anaiysis Proc.

Dep. Electr. Eng. — Skopje, Vol. 16-17, No.
1-2, pp. 31-37, 1993/94).

78.T'opan PadajnoBcku: CuHTE3a Ha KOJIOTO 3a

peryjianuja Ha IMOJIOKOaTa Kaj MHKpOIPOLE-
COPCKM yINpaByBaH €JHOHACOYEH MOTOp, 30.
wp. Enexiupoiuex. gpax. — Cronje, ron. 1617,
op. 1-2, crp. 39-45, 1993/94 (Pe3ume Ha aH-
riuckd jasuk: Goran Rafajlovski: Synthesis of
position control system with microcomputer
and motor, Proc. Dep. Electr. Eng. — Skopje,
Vol. 16-17, No. 1-2, pp. 3945, 1993/94.

79. Nikola Cekredzi: Determination of the ap-

proximative mathematical model of the tran-
sient temperature field at inductive heat treat-
ment of longitudinally welded tubes, Proc.
Dep. Electr. Eng. — Skopje, Vol. 16-17, No.
1-2, pp. 47-55, 1993/94 (Pesume Ha Make-
JoHCkH jasuk: Hukonma Yekpeuu: Ompeneny-
Bambe Ha MPUOIIIDKEH MaTeMaTHYKH MOJISN Ha
TPaH3UEHTHO TEMIIEpaTypHO TMOJ€ NPH HH-
OYKIMOHEH TpeTMaH Ha HaJOJDKHO 3aBapeHH
1ueBkH, 36. wp. Enexiupoiuex. gpax. — Cronje,
rog. 16-17, 6p. 1-2, ctp. 47-55, 1993/94).

80. Mapjan [lomos: IIpeHanonun Ha MpeKUHYBad

NP MCKIy4yBame Ha CTpyja Ha Kyca BpCKa,
36. wp. Eneximpouiex. ¢hax. — Cronje, Toj.
16-17, 6p. 1-2, ctp. 57-62, 1993/94 (Pezume
Ha aHTTUCKH ja3uk: Marjan Popov: Owerolta-
ges due to disconnection on the fault current at
the circuit breaker, Proc. Dep. Electr. Eng. —
Skopje, Vol. 16-17, No. 1-2, pp. 57-62,
1993/94.

81. Ljupco V. KaradZinov, Goce L'. Arsov. David

J. Jefferies: Alpha-parameters charge control
piecewise-linear BJT mode!, Proc. Dep.
Electr. Eng. — Skopje, Vol. 18, No. 1-2, pp.
3-11, 1995 (Pe3ume Ha MaKeIOHCKH ja3HK:
Jbymyo. B. Kapayunos, I'one Jb. Apcos, Da-
vid J. Jefferries: Anda-mapamerapcku cer-
MEHTHO-JIMHEapeH MOJell Ha OWIoJiapeH
TPaAH3UCTOP CO KOHTPOJIa Ha TOITHEXKH, 30. 1p.
Enexiwpoiex. ¢pax. — Crxonje, ton. 18, 0Op.
1-2, ctp. 311, 1995).

82. Xapko Taces, Jbyrmuo Komapes, Jloxuo u-

MOBCKH: 3a XaOTHYHHUTE aTPaKTOPH BO A€M MO
JIeIT TMHeapHHUTe eNeKTPUYHU KOJia M HUBHATa
KJacuuKalrja co MOMOII Ha Helu OpoeBH,
36. wp. Exexiupoiuex. ¢pax. — Cronje, Ton. 18,
op. 1-2, crp. 13-20, 1995 (Pesume Ha aH-
riucku jasuk: Zarko Tasev, Ljupéo Kocarev,
Donco Dimovski: On chaotic attractors in
piece-wise iinear eiectric circuits and their
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83.

84.

85.

86.

87.

88.

classification with integers, Proc. Dep. Electr.
Eng. — Skopje, Vol. 18, No. 1-2, pp. 13-20,
1995).

Pucro AukoBcku: EnHa utepatuHa nmocramnka
3a MPECMETYBamke Ha TPAHUYHHUOT PACIIOH, 36.
wp. Enexipoiuex. ¢pax. — Cronje, ron. 18, op.
1-2, ctp. 21-26, 1995 (Pe3ume Ha aHTIINCKH
jasuk: Risto Ackovski: An iterative procedure
for boundary span calculation, Proc. Dep.
Electr. Eng. — Skopje, Vol. 18, No. 1-2, pp.
21-26, 1995).

Huxona Yexpeyn: Hymeprnuka ananuza Ha 3a-
rpeBame Ha eIMHUYEH KOHTAKT BO TBpJa ¢as3a,
36. wp. Enexiupoiniex. gpax. — Cronje, ron. 18,
op. 1-2, ctp. 27-40, 1995 (Pesmme ma an-
riucku jasuk: Nikola CekredZi: Numerical
analysis of single contact heating in solid state,
Proc. Dep. Electr. Eng. — Skopje, Vol. 18, No.
1-2, pp. 2740, 1995).

Bepka ['eopruesa: OnpenenyBame Ha TUOICH
(hakTop Ha TEHKOCNIOjHU (DOTOBONTAUYHU Ke-
muu co ocHoBa o7 Cu, 0, 360. tup. Enexipoitiex.
¢gax. — Cxonje, ton. 18, op. 1-2, ctp. 41-45,
1995, (Pesume Ha aHIIMCKU ja3uk: Verka
Georgieva: Diode quality factor determination
for thin solar cells with Cu,O, Proc. Dep.
Electr. Eng. — Skopje, Vol. 18, No. 1-2, pp.
41-45, 1995).

Ilija A. Sapkarev: Uber einige Bedingungen
der existenz und der Konstruktion der
Losungen einer linearen Differentialgleichung
der zweiten Ordnung, Proc. Dep. Electr. Eng.
— Skopje, Vol. 18, No. 1-2, pp. 47-52, 1995
(Pesume Ha MakemoHcKW jasuk: Mmmja A.
[lamkapeB: 3a HEKOHM YCIOBH 3a €T3UCTEHIIN]a
1 KOHCTPYKIMja HA PEIICHHETO Ha eIHa JIH-
HeapHa IH(epeHIjaTHa paBeHKa O]l BTOPH
pen, 36. wp. Enexiupoinex. ¢ax. — Cronje,
roz. 18, 6p. 1-2, ctp. 47-52, 1995).

Kupnn U. Koues: Moznenupame eHepreTcKu
NPOIIECH BO OJIOBEH aKyMyJjarop, 36. iwp.
Enexiupoitiex. ¢pax. — Cronje, ton. 18, 0p.
1-2, cTp. 53-57, 1995 (Pe3ume Ha aHTIUCKHU
jasuk: Kiril I. Kocev: Marhematical model of
energetic process in the lead-acid battery,
Proc. Dep. Electr. Eng. — Skopje, Vol. 18, No.
1-2, pp. 53-57, 1995).

Merommja KamumoBcku: OpnpenyBame Ha
BKYyITHAaTa CpeIHa BPEAHOCT U CTaHIapAHA Jie-
BUjanja of MOSANHETHUTE CPEIHN BPETHOC-
TH ¥ CTaHJIApJHU JCBHjallH O] TOBEKE Mepe-
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89.

90.

91.

92.

93.

HU cepuu, 36. wp. Enexipoiiex. gak. —
Ckonje, ton. 18, 6p. 1-2, ctp. 59-61, 1995
(Pesume nHa anrnmckm jasuk: Metodija Ka-
miiovski: Caiculated total mean vaiiue and
total standard deviation from mean values and
standard deviations of more measurent series,
Proc. Dep. Electr. Eng. — Skopje, Vol. 18, No.
1-2, pp. 59-61, 1995).

Jocud Koces, Tome ApcoB: 3a mpoGieMoT co
ympaByBame Ha MOS-IpeknHyBaYnTe Kaj
NPEeKWHYBaYKUTE NpeoOpa3yBadd Ha HAIIOH,
36. wp. Exexiupoiuex. ¢pax. — Cronje, ton. 19,
op. 1-2, ctp. 3—10, 1996 (Pe3ume Ha aHTIIUCKH
jasuk: Josif Cosev, Goce Arsov: The
MOSFET driving problem in the switching
voltage convertors, Proc. Dep. Electr. Eng. —
Skopje, Vol. 19, No. 1-2, pp. 3-10, 1996).

Dragostav Rajici¢, Rubin Taleski: Radial dis-
tribution systems short circuit analysis using
admittance summation method, Proc. Dep.
Electr. Eng. — Skopje, Vol. 19, No. 1-2, pp.
11-14, 1996 (Pe3uMe Ha MaKeIOHCKH ja3uK:
Hparocnas Pajuunk, Pyoun Tanecku: Ilpec-
METKa Ha HallOHUTE W CTPYUTE BO CIydaj Ha
KyCH BPCKH BO paaujaHUTE AUCTPUOYTHBHU
Mpexu, 30. wp. Exexiupoitex. ¢hax. — Cronje,
roz. 19, 6p. 1-2, ctp. 11-14, 1996).

Marjan Popov, Mito Zlatanoski: A circuit
breaker model for digital simutation using
Mayr's and Cassie's differential equations,
Proc. Dep. Electr. Eng. — Skopje, Vol. 19, No.
1-2, pp. 15-21, 1996 (Pe3nme Ha MaKkeOHCKH
jasuk: Mapjan IlomoB, Muto 3nmaTaHocku:
Mopen Ha IpeKUHYBad Ha CTPYjHO KOJIO 3a -
TUTalHA CHUMYyJalija co MpUMEHa Ha Iude-
peHnMjaHUTe paBeHKH Ha Mayr’s u Cassie,
36. wp. Exexiupoiuex. ¢pax. — Cronje, ron. 19,
op. 1-2, cTp. 15-21, 1996).

Cuexxana YynzpeBa: [lanu TpancdopmaTop-
ckrot Moaen PSPtCE moxke ma ce mpudatu
KaKko TeHepaJeH TpaHC(HOPMATOPCKU MOIET,
30. wp. Enexiupoitex. ¢pak. — Cronje, Ton. 19,
op. 1-2, ctp. 23-30, 1996 (Pe3ume Ha aHr-
mucku jasuk: SneZana Cundeva: Coutd the
PSPiCE transformer model be seen as a gen-
eral transformer model, Proc. Dep. Electr.
Eng. — Skopje, Vol. 19, No. 1-2, pp. 23-30,
1996).

Hukona Jb. Yekpeyu: [loyetHO MHTEpMHUTH-
paHO 3arpeBame Kaj YeIHOTO 3aBapyBame CO
UCKpeme, 36. wp. Enexiupoiuex. ¢hax. —
Ckonje, tom. 19, 6p. 1-2, ctp. 31-39, 1996
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94.

(Pesume ©a anrmucku jasumk: Nikola Lj.
Cekredzi: Initial intermittent heading in flush
butt welding, Proc. Dep. Electr. Eng. — Skopje,
Vol. 19, No. 1-2, pp. 31-39, 1996).

Goran Rafajlovski: Modelling and analysis of
different modutation techniques for inverter
fed induction motor, Proc. Dep. Electr. Eng. —
Skopje, Vol. 19, No. 1-2, pp. 41-45, 1996
(Pesume Ha makenoHcku jasuk: ['opan Padaj-
JoBCKU: Moienupame 1 aHalii3a Ha pa3InyHi
MOJYJIallMOHU TEXHUKU HA WHBEPTOP COBTHUC-
HaT HaroH, 30. ip. Enexiupoiiex. ¢ax. —
Ckonje, ton. 19, 6p. 1-2, ctp. 41-45 (1996).

95. bopo M. Ilumnepescku: Ersucrenuuja u xoH-

CTPYKIMja Ha TOJMHOMHO pEIICHHE Ha eIHa
KJaca Au(epeHINjaTHA PaBEHKH O TPET pej,
36. wp. Enexiupoitex. ¢pak. — Ckonje, ton. 19,
op. 1-2, ctp. 4748, 1996 (Pesume Ha an-
rmcku jasuk: Boro M. Piperevski: On exist-
ence and construction of a polynomial solu-
tions of a class of linear differential equation
of the third order, Proc. Dep. Electr. Eng. —
Skopje, Vol. 19, No. 1-2, pp. 4748, 1996.

96.T'opan TpajkoBcku, Mapjan boraTuHOBCKH:

97.

98.

Hesponcku Mpexxu Ha Mapkos, 36. ip. Enex-
wpoiuex. gpax. — Crxonje, rona. 19, 6p. 1-2, ctp.
49-52, 1996 (Pe3uMme Ha aHIJIHMCKH ja3HK:
Goran Trajkovski, Marjan Bogatinoski: Mar-
kovian neural networks, Proc. Dep. Electr.
Eng. — Skopje, Vol. 19, No. 1-2, pp. 49-52,
1996).

3opan A. WBanoscku: IIpmior ko 06paboT-
KaTa Ha CIIMKa CO IMpUMeHa Ha (a3u-MHOXKeC-
TBa U omeparopu, 30. ip. Enexiupoiuex. ¢hax.
— Ckonje, ton. 19, op. 1-2, ctp. 53-60, 1996
(Pesume ©Ha aHrmcku jasuk: Zoran A.
Ivanovski: A contribution to image processing
using fuzzy sets and operators, Proc. Dep.
Electr. Eng. — Skopje, Vol. 19, No. 1-2, pp.
53-60, 1996).

T'opan Padajnoscku: Coctojou, pa3Boj U WAHU
TPEHIOBU BO peTyianujaTa Ha aCHHXPOHHUTE
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